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Abstract

Resource constrained devices communicating among themselves and exchanging data (e.g.
in automated homes) are becoming ever more prevalent. Unfortunately, so are reports of
them having security flaws. This is at least in part due to the difficulty that arise from
the strict limitations on power, memory, and energy use the items are subject to. Classical
methods often rely on computationally challenging methods or large keys for security, es-
pecially in Public Key Cryptography. However, to identify individual devices in a network
symmetric keys as used to ensure confidentiality within the group are not sufficient. Adi
Shamir’s proposal to use the identity itself as public key (identity-based cryptography) is
therefore a useful idea in constrained environments. The implications of using it in group
communication are hardly addressed in the literature, however. Especially the issue of key
revocation deserves close attention. In order to evaluate the suitability of identity-based
signatures in a constrained group setting, the thesis proposes a taxonomy that allows the
comparison of different schemes with varying characteristics. To facilitate its use, a compre-
hensible introduction to the most important concepts related to identity-based signatures
is provided, along with some guidance on details of an IBS scheme beyond the taxonomy’s
reach.
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1. Introduction

In October of 2016, a DDos attack made headlines by taking down several web services like
Netflix, Twitter, PayPal and others over the course of a day [37]. Throughout the media
[52], security experts were quoted describing the attack as based on the Internet of Things
(IoT for short). This term was coined for devices whose primary function lies outside the
computerized world which are nevertheless connected to the internet. This includes everyday
objects like toasters, TVs, thermostats, security cameras etc., even Christmas Trees and
slippers. They can, for example, be found in smart homes, public infrastructure or industrial
environments. In spite of their increasingly extended use [10], many IoT devices are poorly
secured and can easily be compromised, even when the security of a home may depend on a
wirelessly connected alarm system, for example. Allegedly, the aforementioned DDoS attack
exploited those weaknesses [52]. Even more dangerous than single devices being unsafe is
a badly secured communicating IoT-group. In this scenario, a successful attacker may gain
control over many items at once by targeting only the weakest, rendering the other devices’
security useless. The lack of proper security measures is not (only) due to the ignorance or
carelessness of manufacturers and end-users, but also lies in the difficulty to subject those
needs to the devices’ constraints. Often, IoT items need to be very light, cheap, and energy-
efficient all at once. Thus, there are two somewhat contrary aspects to be considered: On the
one hand, the computation and the result need to be very frugal in terms of the needed space,
power, and energy. IoT devices often depend on a battery for their power. To maximize their
life span, the reduction of energy cost for computing and transferring packages is important.
On the other hand, communicating in a group requires an extra high level of security, since
compromising one device means compromising many devices at once. Therefore, the benefit
of breaking the counter-attack measures may be higher than for the communication of just
two entities.

To lessen the benefit of breaking into a single device, individual source authentication is
important for the group communication. If only the group membership but not the specific
source of a message can be verified, all senders must be treated equally though they might
not be equally safe. With individual authentication, roles and authorization can be managed
in the group [50].

1.1. Scenario

The usecase employed in this thesis is a so-called smart home, a term coined for households
in which everyday appliances are automated or controlled via a digital network and can
even communicate with or control each other. Often there is a central management instance
involved, e.g. to control access to the system from outside. For example, a smart front door
lock may be remotely controlled by a central unit and interact with lighting and heating
devices in the house to automatically set up a comfortable environment upon the arrival
of an inhabitant. This constitutes a group of devices communicating with each other. It
can be extended (e.g. to include a surveillance camera) or reduced (e.g. if devices break or
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1. Introduction

Figure 1.1.: The basic events in a smart home network as discussed in this thesis
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are no longer needed). An attacker might try to connect her own device with the group to
gain access to the home, masquerading as a new device or impersonating an existing door
lock, for example. It is therefore important to detect undesired messages by putting an
authentication system in place that allows all legitimate members to prove their identity to
the group.

The following basic events for smart homes (depicted in figure 1.1) will be discussed in this
thesis: (1) A new device entering an existing group (for example to add a new feature in the
smart home), (2) signing and verification of a message within the group for authentication
(e.g. when devices share data with each other), (3) the exit of a device from the system (e.g.
to be replaced with a newer instance), as well as the setup of a group and its dissolution.

Upon joining the group, a device is equipped with means to create a credible signature
that authenticates them to be the sender of the corresponding message, and with the ability
to prove themselves as legitimate members of the group.
Signing a message on behalf of another member should be impossible without the consent
of the member itself, even if several devices cooperate. When leaving the group, it has to
be ensured that the former participant can no longer credibly pose as a group member. The
creation and verification of signatures may still be possible, but all legitimate recipients must
be clear that the device’s membership in the group has expired.
Similar scenarios can be described in the context of computerized cars, ad-hoc networks for
military operations, or the so-called Industry 4.0.

1.2. Prerequisites

The scenario rests on three main pillars: There are constrained devices, who form a dynamic
group and want to communicate securely. Those prerequisites might have conflicting impli-
cations, so the following analysis is meant to shine light on the requirements the model will
have to meet.

1.2.1. Constrained devices

With respect to security, there are three central aspects to be considered for constrained
devices: the disk storage available to store information on the group, keys, and algorithms,
the computing power (specifically processors and memory) that can be used for calculation
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1.2. Prerequisites

of information, and the energy supply.

Low storage capacity has implications for the cryptography in the model, because security
can usually be increased with key size - but with little space to retain them, it becomes
more important to provide high security with relatively short keys. It also restricts the
possibilities in the model for handling other members’ data, because devices can not be
expected to retain much (if any) information on their peers.

The computing power limits the ability of the device to perform elaborate operations and
algorithms with large parameters. Even simple computations like RSA [40] can therefore
pose a challenge if the memory is too small to handle the necessary information.

The energy supply becomes the bottleneck for communication among the group because
all transmission is very costly - sending 1 bit corresponds to the execution of 10, sometimes
up to 100 CPU instructions in terms of energy cost [21]. But smart devices need to be very
light and cheap, and often depend on batteries for power. This heavily restricts the model,
because it implies that for the most part, communication should be replaced by computation,
unless the latter is so complex that the device is unable to perform it or significantly profits
from delegating it.

1.2.2. Dynamic groups

In this thesis, a group is understood to be a set of devices where each one is uniquely
identified by some identity ID. The focus lies on dynamic groups, as described in the
scenario. To coordinate entries and exits within them, the role of a group manager needs to
be introduced. They oversee admittance, revoke membership, and keep track of the devices’
changeable membership status. As devices join and leave the group, other participants need
to be informed if a sender is a rightful member. Also, if a public key was included for
authentication (as it will be in the model, following the reasoning of subsection 1.2.3), they
need to verify that the key does indeed belong to the sender. The possibilities to achieve
both goals are threefold: Either the recipient checks with the group manager and queries
the sender’s status and public key; or it is regularly notified with respect to the current
members and their credentials in order to store the information herself. The third option is
a mathematical connection between the sender’s identity and their corresponding key pair,
as is the idea of Identity-Based Cryptography ([44], 3). This way, any recipient can verify
the legality and validity of the signature on their own and with mathematical certainty. It
is important to note, however, that in this case any entity able to compute a valid key pair
for one identity can do so for any identity. No device can therefore be given the power to
compute their own credentials alone. It is necessary that some information unknown to any
individual group member (master secret) be included in the computation of all key pairs. The
secret can either be distributed among all members, who then need to cooperate to compute
any and all keys. Or, a trusted third party acts as key escrow (i.e. an entity different from
the sender who legitimately knows the sender’s secret keys): As such, that party alone knows
the master secret and is able to compute valid key pairs. Because the group is dynamic, key
revocation is an important matter as well. It can not happen without a change of the master
secret, because apart from that factor, the validity of keys is modeled as a mathematical
truth. Hence, the secret information is subject to change, and with it every identity-based
key pair. In other words: While identities remain fixed, the corresponding keys may vary. It
is also noteworthy that group membership is implicitly proven by the signature - the public
key depends on the membership in the group, no outsider can acquire a valid key pair. It

3



1. Introduction

would not be possible to verify a signature with the sender’s public key using the master
public key if the sender has not received a private key dependent on the master secret.

1.2.3. Secure group communication

For secure communication, authenticity is an important building block. Successfully enforc-
ing confidentiality for a message implies its authenticity to a certain degree, because in a
non-corrupted scenario a message could only have been correctly encrypted by someone who
shares the secret (in the symmetric case) or is in possession of the private key associated to
the public key that was officially recognized to belong to the alleged sender. However, using
symmetric keys does not authenticate individual participants in group communication, and
asymmetrically encrypting a message with the sender’s private key does not provide confi-
dentiality, so additional encryption is necessary in any case. Integrity is usually achieved
when authenticity is established by signing the message, because tampering with the mes-
sage would cause the signature-verification to fail as well. Non-repudiation is given in a
public key crypto-system, though a trusted third party that acts as key escrow weakens this
notion. A symmetric setting does not warrant non-repudiation, since the recipient can forge
the signature, and for the same reason only authenticates the sender as one of the parties in
possession of the shared secret.

As laid out in the scenario, the thesis focuses on dynamic groups where membership can
change. The goal is individual authentication within the group instead of group authentica-
tion. That means signatures should be specific to individual members of the group and not
only prove that the sender is a member of the group.

Approaching this task with symmetric keys means introducing a separate key for every
communication relation in the group, which in the worst case equals the number of distinct
pairs of members in the group,

∑n−1
k=1 k = (n−1)∗(n−2)

2 . Only in small groups or for very
few communication partners it is possible to store this amount of keys on a constrained
device, let alone negotiate them. Additionally, they come at the cost of a diminished sense
of authentication - after all, a third party can not be convinced of a signature’s authenticity,
as either communication partner could have produced it.

Instead, the model will employ asymmetric keys to individually authenticate members.
Thus, only one set of keys is necessary for each member of the group. Asymmetric keys
necessitate the introduction of a trusted third party (TTP). It is tasked with independently
confirming the link between a group member and their key pair, since there is no other way
for a recipient to ensure that the public key does indeed belong to the alleged sender (seeing
as neither of them are human in our scenario, so checking in person is not an option).

1.2.4. Summary

To provide maximum security for dynamic groups with limited resources, the following re-
quirements are proposed for an authentication model: All devices must be equipped with
a unique identity. To facilitate authentication, the model should employ asymmetric keys.
In order to minimize the storage and energy cost, Identity-Based Signatures are chosen for
the scheme. This approach implicitly ensures that authentic senders are authorized to com-
municate in the group. It also necessitates the existence of a master secret, which can be
distributed among the members or kept with a third party performing key escrow for the
group. Since the group is dynamic, the master secret must be replaceable, which means the

4
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key pairs are exchangeable as well and usually have a relatively short life span. To manage
entries and exits, the role of a group manager needs to be introduced. Also, a trusted third
party is required to make public key cryptography possible, as well as the trusted handling
of the master secret.

The authentication system that is thereby created should meet the following demands:

• Allow for a sender’s public key to be derived from some individually identifying infor-
mation that was included anyway.

• Prove that the sender is a member of the group.

• Allow for the group communication to rely on symmetric keys for confidentiality.

• At the same time, employ asymmetric keys to individually authenticate the sender of
a message.

• Prevent outsiders (including former members) from creating new valid signatures and
verifying signatures created after their membership expiration.

• Prevent outsiders (including former members) from credibly claiming to be a group
member.

The demands are understood to be met within the scope of control provided by a signature
scheme. For example, safe storage of private information so that it can not be used by
unauthorized parties is fundamental to authentication, but lies outside of what an IBS scheme
offers for security. To define the boundaries of what it needs to cover, several assumptions
are made for the thesis:

unique ID It is assumed that all group members are equipped with an identity and that it
is unique.

legitimate ID It is assumed that some form of group management exists that can reliably
check whether an applicant is allowed to join the group and prevent illegitimate appli-
cants from contacting the TTP.

trust in TTP It is assumed that the Trusted Third Party is benign and that all devices have
established a trustful relationship with it.

secure channel It is assumed that there exists a separate secure channel with every device
such that the Trusted Third party can communicate confidential information to each
of them individually.

secure storage of sensitive information It is assumed that no private information is lost
before it expires and that it is not accessible to outsiders or other group members.

safety of TTP and member devices It is assumed that the TTP and the group members
are available at any given time and the communication is reliable.

5



1. Introduction

1.3. Objective

Many existing authentication schemes are not suited for this specific task, since they either
lack efficiency (due to large keys or inefficient computations) or work with symmetric keys
which do not prove individual authorship (unless they are negotiated separately for each
1:1-conversation, which in general is inefficient as well).

As mentioned in section 1.2.3, identity-based signatures (the idea that a public key should
be directly derivable from the identity they belong to) seem to be especially useful in con-
strained networks. This thesis will therefore provide an analysis of the concepts related
to IBS and their impact on whether a certain scheme is applicable in a constrained con-
text. Furthermore, a comprehensive taxonomy will be developed to judge and compare IBS
schemes by several criteria including computational expense, the amount of information that
needs to be transferred at certain stages, and known attacks. Several IBS-schemes will be
compared using this tool. As proof of concept, one scheme is implemented in a group set-
ting and evaluated with respect to the demands given above. The framework Charm [1]
provides a solid basis for cryptographic programming and contain some of the schemes and
concepts considered in this thesis. A relatively secure authentication process can therefore
be established and tested in a constrained test bed.

1.4. Outline

The thesis will be structured as follows: First, the theoretical background on groups, math-
ematically hard problems, Elliptic Curve Cryptography and pairings is given. Chapter 3 in-
troduces the basics of IBS and related research. It also presents six identity-based signature-
schemes and their respective characteristics. In the next chapter, a comprehensive taxonomy
to judge the suitability of a scheme for use in constrained networks is developed. All exem-
plary schemes are evaluated with respect to the taxonomy and it is used to select the best
option for the smart home scenario presented above. The following chapter presents the
quantitative and formal results of implementing the second best scheme by the taxonomy
rating. Chapter 6 concludes and discusses future prospects.

6



2. Theoretical foundation

To understand the IBS schemes presented in this thesis, a fair amount of mathematical
concepts needs to be discussed. First, an introduction to groups and cyclic groups is provided.
Next, the notion of hard problems is introduced and all relevant problems for this thesis are
defined. Section 2.3.3 gives an overview on elliptic curves and their use in cryptography,
followed by an introduction to pairings and pairing-based cryptography in section 2.4.1.

2.1. Groups

All definitions comply with [35].

Definition 2.1 (Group). Let G be a set and ◦ : G×G→ G a binary operation. (G, ◦) is a
group if, and only if, three properties are fulfilled:

1. There exists an identity element 1: ∃1 ∈ G, s.t. ∀g ∈ G : 1 ◦ g = g = g ◦ 1

2. There is an inverse for every element: ∀g ∈ G∃h ∈ G : g ◦ h = 1 = h ◦ g

3. The operation is associative: ∀g, h, j ∈ G : (g ◦ h) ◦ j = g ◦ (h ◦ j)

The order ord(G) of a group is defined as the number of its elements.
The order ord(g) of a group element refers to the smallest number n ∈ N, s.t. gn = 1.
A group element is said to have infinite order if no such number exists.

An example for groups that are commonly used in cryptography are the groups (Zp,+).
They consist of all numbers i ∈ {0, ..., p − 1} and the group operation + is defined as
a + b = (a + b) mod p, where the right side is the usual addition and modulo operation in
Z. One can easily check that this group is well-defined and all properties hold. The order of
this group is p.

Remark. In this chapter, groups will be denoted multiplicatively, i.e. g ◦ g = g2 etc., except
for groups defined on elliptic curves (following the standards in the related literature) or if
clearly stated otherwise (like for (Zp,+)).

A special kind of groups are the so called cyclic groups. They have the additional property
that there exists at least one element, called generator, such that any element of the group
can be expressed as a power of that element.

Definition 2.2 (Cyclic group). Let G = (G, ◦) be a group. G is called cyclic if, and only if
∃g ∈ G∀h ∈ G ∃x ∈ Z : gx = h. g is called a generator of G and G is sometimes denoted as
< g >.

7



2. Theoretical foundation

The group (Zp,+) defined above is cyclic for all p > 1. There may exist multiple gener-
ators. For example, for (Z3,+) (Z3 = {0, 1, 2}), both 1 and 2 are generators: 1 + 1 = 2,
1 + 1 + 1 = 3 = 0 mod 3, so Z3 = {3 ∗ 1, 1, 2 ∗ 1} =< 1 >. (Indeed, 1 is always a generator).
Equally, 2 + 2 = 4 = 1 mod 3, 2 + 2 + 2 = 6 = 0 mod 3, so Z3 = {3 ∗ 2, 2 ∗ 2, 2} =< 2 >. 0
is the identity element of Z3, which can never be a generator.

Fields

Similar to groups, fields are sets with two operations and a few additional properties. A
field is finite if it contains only finitely many elements. For example, the integer numbers
Z together with the commonly known operations + and · are a field. So is (Zp,+, · if p is
prime. A more abstract notation for fields with p elements is Fp.

2.2. Hard problems

A mathematical problem is called (computationally) hard (relative to today’s non-quantum
computers) if there is no known algorithm to solve it in polynomial time or less 1. Compar-
atives such as ”harder than” or ”at least as hard as” refer to whether a solving algorithm
for one problem would also solve the other.

Some hard problems are the bases for cryptographic schemes:

2.2.1. Integer factorization

RSA is a cryptosystem (named after Ron Rivest, Adi Shamir, and Leonard Adleman) [41]
that uses asymmetric keys and is based on the problem of integer factorization, i.e. finding
all prime factors of a given integer.
This problem is most difficult for numbers that are the product of two similar sized primes2,
which is the case for RSA. The most commonly used algorithm for large numbers is the
generel numer field sieve, it was used in 2009 to factorize RSA-768, which is the largest
RSA-number of the RSA-challenge that has been factorized. [25] Currently it is not known
whether this problem has a polynomial solution, so it is hard according to the previously
given definition.
At the time of this writing, 3072-bit numbers are recommended for the medium-term secure
use of RSA. [47] Due to this large key size, RSA is better suited for non-constrained envi-
ronments. An IBS scheme based on the difficulty of integer factorization is presented in [44],
the original IBS paper.

2.2.2. Discrete logarithm

A discrete logarithm is the smallest number x ∈ Zp such that for a,m ∈ N and prime
p ∈ N : ax = mmod p. [47] It is defined as the inverse of the discrete exponentiation, which
is a so-called one-way function. One-way functions are easily computed but reversed only
with great difficulty, i.e. for a given function f : X → Y , f(x) (where x ∈ X) is efficiently
computable, but finding x ∈ X such that y = f(x) for a given y ∈ Y is difficult. [27]

1This is not to say that no such algorithm exists, it just may not have been discovered yet.
2These products are commonly called semiprimes.
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2.2. Hard problems

DLog Given the generator g of a cyclic group and ga (a ∈ Z) computing a is known as the
Discrete Logarithm (DLog) problem. This problem is hard for suitably chosen groups.

In 1976, Whitfield Diffie and Martin Hellman developed a Key Exchange Protocol allowing
for two parties to acquire a shared secret communicating over an insecure channel. It is
based on the DLog problem and entails the following procedure: Two parties, Alice and
Bob, who want to exchange a shared secret, each choose a secret integer a ∈ Z and b ∈ Z
respectively. For the generator g of a cyclic group they agreed on before (not necessarily over
a secure channel), they each compute their part of the secret ga and gb, respectively, which
they can openly send to the other party. By combining their counterpart’s information and
their own secret, Bob and Alice will end up with the same key gab without ever explicitly
communicating it: (ga)b = g(a∗b) = g(b∗a) = (gb)a.

CDH For a cyclic group G with generator g, the problem of computing gab given the tuple
(g, ga, gb) (a, b ∈ Z) is known as Computational Diffie Hellman problem (CDH). Its
hardness relies on that of the DLog problem.

DDH The problem of deciding for a given integer z whether gz = gab given (g, ga, gb, gz)
(where g is the generator of a cyclic group G) is known as the Decisional Diffie-Hellman
problem (DDH).

Lemma 2.3 (Hardness relation between the DLog-based problems). Given a cyclic group,
the DLog-problem on this group is at least as hard as the corresponding CDH-problem, which
in turn is at least as hard as the corresponding DDH-problem.

Proof: Let G be a cyclic group, let g be a generator of G.

• DLog is at least as hard as CDH: For arbitrary a ∈ Z, let there be an algorithm A
to solve the DLog-problem in polynomial time,i.e. to compute a given ga. Then the
CDH-problem can be solved in polynomial time by obtaining a, b ∈ Z from ga and
gb using A and computing gab. Therefore, the CDH-problem is not harder than the
DLog-problem.

• CDH is at least as hard as DDH: For arbitrary a, b ∈ Z, let there be an algorithm B to
solve the CDH-problem in polynomial time, i.e. compute gab given g, ga, and gb. Then
the DDH-problem can be solved in polynomial time by computing gab from ga and gb

using B and comparing it to gz. Therefore, the DDH-problem is not harder than the
CDH-problem.

Remark. Although it is clear that the Decisional Diffie-Hellman problem is no harder than
the Computational Diffie-Hellman problem, the reverse is not true: There are groups in
which the DDH problem is easy, but the CDH problem is hard. Such groups are called Gap
Diffie-Hellman (GDH) groups. [5] They will be discussed some more in Section 2.4.1 in
relation to pairings.
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2.3. Elliptic Curves

In 1985, the two mathematicians Neal Koblitz [26] and Vincent S. Miller [33] independently
proposed the idea of using elliptic curves for cryptographic purposes [23]. At that time,
multiplicative groups of finite fields and the related DLog Problem were the basis for many
protocols in Public Key Cryptography (introduced some ten years earlier by Diffie and
Hellman as mentioned in section 2.2.2). The hardness of the DLog Problem in a concrete
case naturally depends on the underlying group - in (Z2,+), there is no difficulty at all:
Z2 = {0, 1} has only two elements, so finding the logarithm is equivalent to computing two
discrete exponentiations and checking which yields the expected result. Choosing suitable
groups is therefore essential. For F∗

q , specific attacks against schemes relying on the Discrete
Logarithm problem are known that lower the security level. As by a recent recommendation
by [47], q is required to be at least a 1024 bit number for cryptographic purposes. Cyclic
groups for the DLog problem can also be found on elliptic curves defined over finite fields.
Their value is rooted in the fact that most of them are not susceptible to the specific attack to
which finite field subgroups are vulnerable. For the corresponding problem (called Elliptic
Curve DLog Problem, ECDLP) the underlying field therefore can be smaller, which allows
for smaller groups and shorter keys to reach the same security level.

An elliptic curve (EC) is a special curve that can be used as the underlying set for a group
whose group laws are derived geometrically. Defining them over different fields such as R,
C, and Fq (q ∈ Z prime3) yields different curves.

A standard representation for its definition is the so-called short Weierstrass equation4,
as follows:

Definition 2.4 (Elliptic Curve over a finite field). Let Fq be a finite field of prime charac-
teristic q ∈ Z, q > 3, a, b ∈ Fq some constants and + the additive operation in Fq. Then the
elliptic curve over Fq consists of all points (x, y) ∈ Fq × Fq that fulfill

y2 = x3 + ax+ b mod q

4a3 + 27b2 6= 0

The second condition ensures that the polynomial has no multiple roots, i.e. the curve is
non-singular (refer to [14] for a more detailed explanation). A point ’at infinity’, usually
denoted by O or ∞ is added to the set. The elliptic curve is then given by

E(Fq) = {(x, y) ∈ Fq × Fq | y2 = x3 + ax+ b mod q ∧ 4a3 + 27b2 6= 0} ∪ {O}

2.3.1. Group definition on elliptic curves

To make use of the Discrete Logarithm problem, a definition of (cyclic) groups on elliptic
curves is necessary. Therefore, a group law, an identity element, and an inverse (relative to
the group law) need to be defined. The group law must also be associative.

Identity element In order to fulfill the group requirements, a point ’at infinity’, usually
denoted by O or ∞ is added to the set as identity element.

3Please note that the DLog problem in a group G is not harder than in the greatest subgroup of prime
order. Hence, without loss of generality it suffices to consider groups of prime order.

4It is only suitable to define elliptic curves over fields with characteristic greater than 3.[23]
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Figure 2.1.: The addition P ⊕Q of two distinct points on an elliptic curve [12]

Inverse All elliptic curves are symmetric about the x-axis since for all input x, the equation
y2 = x3⊕ax⊕ b yields two solutions ±y. Therefore, the inverse of a point P = (px, py)
can be defined as −P = (px,−py). Drawing the straight line −PP then yields a parallel
to the y-axis (y = px), so P ⊕−P = O = −P ⊕ P . The inverse is thus well-defined.

Group law A binary group operation (group law) has to be provided. The idea is to draw
straight lines between two points that intersect the curve at a third point (with the
identity element as auxiliary result if there is no intersection) and reflect it w.r.t. the
x-axis. This is visualized in figure 2.1.

Specifically, an addition P ⊕Q for P,Q ∈ E(Fq) can be envisioned as follows:

1. Draw the straight line PQ. For P = Q, draw the tangent line instead.5

2. Let R ∈ E(Fq) be the intersection R of PQ and E(Fq).
6

3. Reflect R = (rx, ry) w.r.t. the x-axis and get S = −R = (rx,−ry).

4. S := P ⊕Q

Note: In the case Q = −P , the straight line is parallel to the y-axis and there is no
third intersection with E(Fq) because for all x ∈ Fq there exist at most two y that
solve y2 = x3⊕ ax⊕ b and naturally, when connecting P and −P the two solutions for
px are already covered. Therefore, the result of P ⊕ (−P ) is defined as O.

Similarly, P ⊕O := P .

Closure Since for any two points P and Q (where P 6= Q and P,Q 6= O) there always exists
an intersection R of PQ and E(Fq) and reflecting it yields a point on the curve as well
(due to the symmetry about the x-axis), the group is closed under the addition ⊕.

5This is always possible because of second condition in the definition.
6This intersection point always exists because the equation has degree three [46].
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Associativity The proof that ⊕ is associative is too elaborate for this thesis and will be
omitted. Interested readers please refer to [46] for an algebraic proof and to [16] for a
geometric proof.

There are two implications of this definition:

Lemma 2.5 (Commutativity). The group (E(Fq),⊕) is commutative, i.e.:

∀P,Q ∈ E(Fq) : P ⊕Q = Q⊕ P

.

Proof: As the straight lines PQ and QP are the same and therefore the intersection with
E(Fq) and its reflection are the same, P ⊕Q = Q⊕ P .

Lemma 2.6. When defined over a finite field, (E(Fq),⊕) is either cyclic or the product of
two cyclic groups.

Remark. This is important, because the DLog-Problem and the corresponding ECDLP are
defined on cyclic groups.

Proof: See chapter 13.1.3 in the ”Handbook of Elliptic and Hyperelliptic Curve Crypto-
graphy” [9] for proof.

2.3.2. Operations on elliptic curves

The following computation rules can be derived from the previous section 2.3.1
(given P = (px, yp), Q,R ∈ E(Fq)):

−P = (px,−py) (2.1)

P ⊕ (−P ) = P − P = O (2.2)

P ⊕O = P = O ⊕ P (2.3)

P ⊕Q = Q⊕ P (2.4)

(P ⊕Q)⊕R = P ⊕ (Q⊕R) (2.5)

Scalar multiplication by an integer n ∈ N, n > 0 can be defined recursively:

1 · P = P (2.6)

n · P = P ⊕ (n− 1) · P (2.7)

It follows:

(−n) · P = −(n · P ) = −P − (n− 1) · P (2.8)

0 · P = (n− n)P = nP − nP = O (2.9)

Double and Add Method When computing nP (n ∈ Z, P ∈ E(Fq)), instead of (n− 1)
additions on the curve, a method called ’double and add’ is usually used for the calculation.
It is based on the binary representation of n. Starting from the left and iterating to the
right, two steps are taken for every digit but the last: First, if the digit is 1, add one P to
the result, otherwise proceed with the second step and double the current result. At the
last digit, stop after the addition step. This reduces the number of necessary operations
drastically, especially for large n.

12
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Table 2.1.: Key-size in bits: comparison for various concepts (given in [47]

Symmetric keys ECDLP in E(Fq) DLP in Fq

80 160 1024

128 256 3072

256 512 15360

2.3.3. Elliptic curve cryptography

Usually, an identity-based signature using elliptic curves is made up of one or more group
elements and elements of Fq. Elements of Fq have size q. The size elliptic curve group
elements equals the number of elements #E(Fq). Especially for random curves it can be
hard to determine it’s exact size, but for a quick estimate the following lemma is useful:

Lemma 2.7 (Hasse’s Theorem [14]). Let E(Fq) be an elliptic curve defined over a finite
field Fq. Then

q + 1− 2
√
q ≤ #E(Fq) ≤ q + 1 + 2

√
q

[14] concludes: ”(..) |E(Fq)| ≈ q, i.e. q and E(Fq) are of same order of magnitude.”7

In general, for solving the ECDLP no algorithm faster than exponential runtime is known
(although some classes of curves are vulnerable to attacks). There are subexponential algo-
rithms known for the DLog problems on finite fields Fq, so to achieve a certain security level
the corresponding keys need to be relatively larger than in elliptic-curve-based schemes to
provide secure use. As can be noted in table 2.1 where the respective key-sizes are compared
to those in symmetric settings, not only are the keys smaller, they also scale linearly for
ECDLP with increasing security level while for the DLog they scale super-linearly. In fact,
this also holds for the respective operation run times. [32]

The European Union Agency for Network and Information Security, enisa, [47] recom-
mends a key-length of 256 bit/ 3072 bit in ECDLP/DLog based schemes, respectively, for
medium term use in future systems.

Commonly, cryptographic attacks exploit patterns and regularities. The same holds for el-
liptic curve cryptography: Some classes of curves are more easily and efficiently computable
but also more vulnerable to attacks. An important example are supersingular curves 8 9

They can be defined in several equivalent manners; for example, a curve is supersingular if
|E(Fq| = 1 mod q. Their properties are beneficial for implementation and computation [51].
However, the ECDL problem on supersingular curves is reduceable to the DLog problem on
the multiplicative group of a finite field (see 2.4.1, where it can be solved in subexponential
time [46]. Therefore, either the corresponding parameters have to be chosen large enough to
make DLog hard in the reduced setting - defeating the purpose of using elliptic curves in the
first place - or avoid supersingular curves altogether. Maas[30] argues that elliptic curves are
best chosen at random and then tested for security issues, because the probability of picking
a supersingular curve is very low. However, non-supersingular curves are not guaranteed to

7Curves with the property E(Fq) = q are called anomalous. Please note that using them is highly discour-
aged because the DLog problem on an anomalous curve can easily be reduced to a finite field of the same
magnitude.

8Non-supersingular curves are called ordinary.
9This should not be confused with the requirement that elliptic curves be non-singular. The terms are

unrelated ([46], Remark 3.2.2.)
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be more secure and can even be weaker [15]
Another option is following recommendations by established authors, e.g. from the brainpool
group [28] or the SECG consortium [43]. This approach is also proposed by the German
Federal Office for Information Security [13], advising the use of provably randomized param-
eters with a comprehensibly documented construction that have been thoroughly checked
for security issues.

2.4. Pairings

As mentioned in the section on hard problems 2.2.2, ”Gap Diffie Hellman (GDH) groups”
is a term coined for groups where the CDH is hard, but the DDH is easy. This echoes
the notion of a signature: computing it should not be possible without a secret ingredient,
but deciding whether it is valid should be easy. GDH groups are therefore very useful for
signature schemes (see for example [6])

Pairings are special functions on cylic groups which make the construction of GDH groups
possible.

Definition 2.8 (Pairings10). Let G1,G2, and G3 be cyclic groups and let 1i be the identity
element of Gi (i = 1, 2, 3). A bilinear pairing is a function e : G1 × G2 → G3 with the
following properties:

1. Bilinearity: ∀(g, h) ∈ G1 ×G2 ∀n,m ∈ Z : e(gn, hm) = e(g, h)nm

2. Non-degeneracy: ∀(g, h) ∈ G1 ×G2 : e(g, h) = 13 ⇔ g = 11 ∨ h = 12

3. Computability: ∀(g, h) ∈ G1 ×G2 , there is an efficient algorithm to compute e(g, h).

Remark. If G1 = G2, the pairing is called symmetric, otherwise antisymmetric. [30] 11 In
the symmetric case, the non-degeneracy-requirement can be equivalently written as: For g
generator of G1: e(g, g) 6= 13. This is called strong non-degeneracy. In this case e(g, g)
generates G3 [30].
In the literature, three types of pairings are distinguished, where Type 1 are symmetric
pairings. Type 2 and Type 3 both refer to asymmetric pairings, but for Type 2 a certain
kind of map φ : G2 → G1 can be found. 12 Refer to [17] for details.

The most common instantiations of this definition are the Weil and the Tate pairings on
elliptic curves over finite fields. (It is therefore proven that such maps exist.) All practical
implementations of pairings are based on them[17] For implementation, the Tate pairing is
usually better and therefore more frequently used in practice [5]

2.4.1. Pairing-based Cryptography

Pairings are a difficult chapter in the history of elliptic curves. They were initially introduced
to break them by reducing the ECDLP to a regular DLog problem in a finite field. By

10Sometimes pairings are referred to as bilinear maps.
11Please note that a pairing is also called symmetric if ∀x, y ∈ G1e(x, y) = e(y, x). It can only be symmetric

in this sense if it is also symmetric in the other sense.
12Those 3 types will not be referenced in the remainder of the thesis, but are mentioned for further reading.
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mapping into large finite fields where the DLog is infeasible, pairings also became useful for
Elliptic Curve Cryptography.
The group G1 in 2.4 is a Gap-Diffie-Hellman group. Let G1 = G2 be a cyclic group where
the CDH problem (i.e. calculating gab from ga and gb) is hard. Given a group element gz,
with z ∈ Z unknown, and a pairing e : G1×G1 → G3 , it is easy to decide whether gz equals
gab by transferring it to G3 via the pairing:

e(ga, gb) = e(g, g)ab = e(g, gab)
?
= e(g, gz)

The DDH problem is therefore easily solved in G1. The solution is very similar in the
asymmetric case.

Remark. It is essential that the CDH problem be hard in G3. Assume it was not hard. Let
g be the generator of G1, h ∈ G2. To compute a ∈ Z from ga, it would then suffice to
transfer the problem to G3: e(g

a, h) = e(g, h)a, from which a can be easily computed by the
assumption. Therefore, CDH is hard no harder in G1 than in G3.

It would be very useful to have pairings with G1 = G2 = G3, because then it would be
clear that CDH is hard in both G1 and G3. However, no such pairings are known.
In general, if G1 is an elliptic curve of order n, then G3 is a multiplicative subgroup of a
so-called extension field Fqk [23] (i.e. the set of (f1, .., fk) ∈ (Fq)

k) of size k ∗ q, where k is
the embedding degree of the curve. The DLog problem is subexponential in finite fields
like Fqk , so if k is small, applying the pairing also breaks CDH in G1, as mentioned above.
Therefore, a pairing-based scheme is only as secure as the DLog problem is difficult in F ∗

qk
.

For example, while the ECDLP on a 256 bit curve usually provides security matching the
DLog in a 3072 bit field, a pairing-based scheme using a 256 bit curve with embedding degree
k = 6 is only as secure as the DLog in a 256 ∗ 6 = 1536 bit field. Indeed, 512 bit would be
necessary to reach the 3072 bit DLog level. The embedding degree of most supersingular
curves is too small (≤ 6) [23], which explains why using them is discouraged in practice (as
mentioned in subsection 2.3.3). On the other hand, k should not be too large to allow for the
pairings to be computed efficiently. [15] provides some insight on so-called pairing-friendly
curves (e.g. Barreto-Naehrig curves of degree 12, on which pairing operations can be done
quite efficiently).
Symmetric pairings are barely used anymore. Barreto et al. [2] state: ”All modern pairing
libraries are built on ordinary13 elliptic curves in the asymmetric setting.”
Finding appropriate groups is not easy: they must be suitable for defining a pairing on them,
but if they have certain unfortunate properties, the pairing will make the DLog problem too
easy to solve 14. For example, anomalous curves are not suitable for cryptographic purposes.
Similarly, as mentioned above, supersingular curves are hardly used anymore, because the
groups have to be quite large for them to be secure.
As a result, while pairing-based schemes provide smaller key material than integer-based
ones like RSA, its size grows at a similar rate. This also makes computations slower on the
curves. At the moment, 256-bit Barreto-Naehrig curves[4] (which have a embedding degree
of 12) are considered ideal for providing a 128bit security level with respect to the balance
of key size and computational efficiency. However, their fitness for cryptographic appliances
could already be showing cracks. So pairings remain a difficult topic.

13i.e. non-supersingular
14Of course, curves on which pairings apply also need to be cautiously handled in a non-pairing-based context.
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3. Identity-based Signatures

This chapter provides a more detailed introduction to Identity-based Signatures. First, the
general structure and a short note on key escrow are given together with a quick overview
on the related work relevant to the thesis. Then the different phases in an IBS scheme
are discussed more elaborately. Following this, four centralized IBS schemes are presented.
Next, the notion of hierarchical IBS schemes is explained, together with two more exemplary
schemes. A short introduction to threshold IBS is followed by a discussion of quantifying
the operations and parameters used in IBS schemes.

In total, six schemes are presented in this chapter, each based on a different research pa-
per. Four of them (sometimes referred to as regular) have a centralized structure, the other
two employ hierarchical IBS.

Identity-based cryptography (IBC) was introduced by the cryptographer Adi Shamir in
1984 [44] and rests on the idea that the public key should be mathematically connected to
the identity of the identified object or person itself. This helps reduce overhead because
it allows group members to authenticate even unknown senders without having to look up
their public key. Hence, there is no need for the communication participants to keep track
of the group members. This proves useful specifically in a dynamic environment, where the
group changes fast and unforeseeably.

Unlike other public key schemes, the private key is not extracted arbitrarily, but computed
from the public key of a participant; instead, the public key can be chosen freely and it is
therefore possible to instantiate it with the identity (or to let it be computable given the
identity). However, this implies that anybody able to compute the secret key for one identity
can do the same for any identity. IBS schemes therefore contain the notion of a trusted third
party or key generation center (referred to as TTP or kgc, respectively) which computes the
secret keys on behalf of participants using its own randomly chosen secret (master secret).

For group communication, the scheme has the following structure:

Setup With a security parameter λ as input for this step, the TTP chooses appropriate
parameters, randomly generates a master secret (msk) and computes the associated
public key (mpk).

Key Generation Given an identity ID of an applicant (and therefore their public key), the
TTP computes the respective secret key (usk) using the msk.

Sign The signer computes a signature sig using the message m and her usk.

Verify Given the sender’s identity ID, the mpk, and m, the message recipient can verify the
signature s. Note that only (former)1 group members are in possession of the mpk and
can compute the current upk for a given ID.

1As a key can not be mathematically invalidated w.r.t. the underlying master key pair, only a re-key can
prevent former members from verifying signatures computed after their exit from the group.
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Re-key The TTP randomly generates a new msk and computes the corresponding mpk. It
performs the Key Generation step for all current group members once again with the
new msk.

Remark. The re-key step is not explicitly specified in other literature but for dynamic groups
it is of great interest for the evaluation of costs in the IBS schemes, because memberhip in
the group is de facto controlled through key management; thus, key revocation is realized
by re-keying all other members. The connection between a usk and the corresponding msk
can not be mathematically invalidated. As long as a device knows the current master public
key and possesses a matching usk, it can compute upks, and compute and verify signatures.
Other than with new credentials for all other devices, a membership can not be revoked.

The trusted third party is a significant point of criticism against the use of IBS. It acts
as a key escrow entity, knowing the secret keys of all users, and constitutes a single point
of failure. With the TTP in place, non-repudiation can not be offered from an IBS scheme.
However, Kiltz and Neven argue that the same holds true for Certificate Authorities (CA),
which can forge certificates for arbitrary public keys and impersonate any user, claiming
that they registered two keys [24].

In the original paper, Shamir proposes a signature scheme based on RSA. Since then,
instantiations that use Elliptic Curve Cryptography (ECC), for example [18], and Lattice
Cryptography [42] have become known. (Refer to chapter 2.3.3 for insight on ECC).

3.1. Related work

In his defining paper [44], Shamir proposed an RSA-based scheme for Identity-based signa-
tures. Identity-based encryption can not be based on RSA, however (see [44] for details),
so Shamir could not present a concrete implementation. Only in 2001 did two independent
parties discover IBE schemes based on bilinear pairings 2.4.1 that proved to be secure and
efficient ([6], [8]. Since then, pairing-based cryptography has played an important role for
the development of IBS schemes, too (see [5] for an overview). In 2002, Craig Gentry and
Alice Silverberg published a paper on ”Hierarchical ID-based Cryptography”[19], prompting
the development of similar schemes. Apart from Elliptic Curve Cryptography, IBS schemes
have also been proposed for Lattice Based Cryptography [42]. Usually, the focus is on the
mode of operation in the signing process. To the best of the authors knowledge, the topic
of key-revocation has not yet been addressed at significant length, even though there are
some interesting implications. A comprehensive guide to a classification and standardized
evaluation of IBS scheme like the taxonomy presented in the next chapter is also unheard
of.

3.2. Phases of IBS

Setup

To set up an IBS authentication scheme, the TTP needs to choose the setting: the elliptic
curve on which it will be based, the corresponding finite field and the concrete functions to
instantiate pairings, hashes etc. From the elliptic curve group one element that generates
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the group has to be determined.
Additionally, the master public and secret keys (mpk and msk, respectively) need to be
computed. They are the basis for every group member’s key pair and therefore different
for every group of devices to which the TTP attends. In the re-keying phase they will be
re-computed. Parts of the information generated and computed in this phase constitutes
the public parameters and needs to be disclosed to each member when they join group. This
phase has to be entered only once per group of devices 2.

Extract

Once a new device wants to join the group, the TTP needs to compute the secret key
corresponding to the applicant’s identity (user secret key or usk for short).3 Therefore, this
step needs to be executed separately for every member. The usk can then be sent to the new
member together with the public parameters. Note that unlike them, the secret information
needs to be transmitted via a secure channel.

Re-key

To re-key in a group of n members, the mpk, msk, and all n usk need to be re-computed.
All steps of the extraction phase and some of the setup are therefore repeated. This phase is
usually not considered in the literature as its importance is specific to scenarios with a group
of communicating devices. The EC group and finite fields, the pairing and hash functions,
and the group generator chosen in the setup phase may stay the same. 4 Since some of
the information to be sent out is the same for all members, that part may be distributed in
multicast mode. The secret information obviously must be sent to each device individually
over a secure channel. The phase tables display the unicast setting; what data is universal
can be easily deduced by consulting the send line of the extraction table . Everything that
is not included there is the same for all members.

Sign

To sign a message m, a device always uses its secret key (received after Extract from the
TTP), usually an integer or group element. Depending on the scheme, additional information
like the device’s ID may be necessary. The resulting signature is unique for every message
and device and should not be forgeable. Of all phases, Sign is ideally executed far more often
than Setup, Extract, and Re-key. After all, the goal is secure communication, not managing
scarcely used keys. Therefore, the size of the signature and the related computations are
the most important criteria for the use in constrained networks. Also, Setup and Verify are
the two phases which are mainly processed on the constrained devices - all other phases
only affect what information the devices receive. Of course, the message itself must be to
attached to the signature (or rather the other way around).

2Although re-keying is technically the same as forming a new group under the same setup, it will be treated
as a process within the same group.

3Deciding whether or not a device is allowed to enter is not part of this procedure. For the purposes of this
thesis it is assumed that only benign devices apply.

4It is advisable to consider the life span of those basic parameters, though: The master secret key is usually
chosen at random, so as the probability of choosing the same msk a second time grows, a whole new setup
with different curves, pairings and hash functions should be considered gradually more urgent.
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Verify

In the last phase of the authentication process, all computation is aimed at answering a
simple yes/no-question: Is the signature valid, i.e. does it authenticate the alleged sender
of the underlying message? So no data needs to be distributed at the end. The sign-line is
therefore omitted in the respective table.
When pairings are used it is this phase in which their advantage come into operation, i.e.
making the DDH easier on the elliptic curve to facilitate verification (see 2.4.1). So in the
respective schemes one or more pairing operations are expected to be carried out during
verification.
Also, the signer’s public key is necessary for verification. The verifying device computes it
in this phase from the signer’s ID, but since that is the same in all schemes by virtue of
being identity-based, this computation is also not taken into account in the tables.

3.3. Examples for centralized IBS

Of the centralized schemes presented in this subsection, two are based on pairings and two
on plain elliptic curve cryptography. There are two of each because that way it becomes
clearer which differences are rooted in the choice between pairing and non-pairing based
setting and which aspects are distinguishing for a specific scheme.
They are explained and analysed with respect to their use in a group setting.
The rules of notation as described in table A.1 apply.

Hess02 and BLMQ05

Florian Hess proposed an IBS scheme in his 2002 research paper ”Efficient Identity Based
Signature Schemes Based on Pairings” [22], denoted as ”Hess02” in this thesis. ”BLMQ05”
refers to a scheme introduced in 2005 by Messrs. Barreto, Libert, McCullagh, and Quisquater.
They are among the most prominent examples for pairing-based IBS.
The specific steps taken in each phase are put in direct comparison in Table 3.1 to highlight
subtle differences.
The setup phase is identical for both schemes: A random number is chosen as master secret
key msk and its product with P produces the master public key mpk. The extraction of
the user secret key (usk) shows the first difference: Hess02 features the most basic solutions
to combining the msk and the device’s identity to get a usk: Hashing the ID in G and
multiplying it with the msk. BLMQ05 does not feature a hash function that hashes into G,
because when pairings are involved, doing so implies some restrictions with respect to the
choice of G (see [17] for details).
Signing is also slightly different in the two schemes. For example, Hess02 always requires
a pairing operation e(Q,P ) at that stage, while BLMQ05 could precompute the value
g = e(P, P ) which never changes after the setup (not even through re-keying) and therefore
only needs to be computed once. It is noteworthy that in both schemes the signature consists
of one elliptic curve (EC) group element and one integer - the size of the transmitted data
is therefore equal unless some outside factors restrict the curve that can be chosen more
strictly for one of the schemes. As [3] points out, their scheme is ”faster at verification than
previously known IBS schemes”(pg. 2), because it requires only one pairing computation.
As the sizes of usk and signature are equal, and because pairing operations are very costly
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3.3. Examples for centralized IBS

Table 3.1.: The computations by phases in Hess02 and BLMQ05

Phase Hess02 BLMQ05

Setup msk ← Zp

mpk = msk ∗ P
msk ← Zp

mpk = msk ∗ P

Extract usk = msk ∗H1(ID) usk = 1
msk+h1(ID)P

Sign

1. x← Z∗
p, Q← G∗

2. r = e(Q,P )x

3. h = h2(M, r)

4. S = h ∗ usk ⊕ x ∗Q

sig = (h, S)

1. x← Z∗
p

2. r = e(P, P )x

3. h = h2(M, r)

4. S = (x+ h) ∗ usk

sig = (h, S)

Verify
∼
r = e(S, P )e(H1(ID),−mpk)h

h
?
= h2(M,

∼
r)

∼
r =
e(S, h1(ID) ∗ P ⊕mpk) · e(P, P )−h

h
?
= h2(M,

∼
r)
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3. Identity-based Signatures

this is also the key difference between Hess02 and BLMQ05. Please note that the possibility
of precomputing values is taken into account for the quantifying tables discussed in 3.6. In
the taxonomy developed in the next chapter, as very small devices could have problems
storing them.)

The correctness of the verification in Hess02 is based on the equality r =
∼
r :

∼
r = e(S, P ) e(H(ID),−mpk)h =

= e(h ∗ usk ⊕ x ∗Q,P ) e(H(ID),−tP )h =

= e(h ∗ t ∗H(ID), P ) e(x ∗Q,P ) e(H(ID),−tP )h =

= e(H(ID), P )ht e(Q,P )x e(H(ID), P )−ht =

= e(Q,P )x =

= r

The correctness of BLMQ05 can be proven similarly.

GG09 and vBNN-IBS

In 2009, David Galindo and Flavio Garcia proposed ”A Schnorr-like Lightweight Identity-
Based Signature Scheme” [18], denoted as ”GG09” in this thesis. A year earlier, the research
paper ”IMBAS: Identity-based multi-user broadcast authentication in wireless sensor net-
works” [7] by Mssrs Cao, Kou, Dang, and Zhao had been published. Neither scheme requires
pairing. The computational cost that is thereby saved comes at the prize of larger signatures
and a slightly more complex procedure.
Like Hess02 and BLMQ05, the two schemes are quite similar. The main difference lies in the
composition of the signature and the subsequent verification process. While the signature
in GG09 is comprised of two group elements and one integer, it is the other way around
for vBNN-IBS. If the size of the integers is only a little smaller than the size of the group
elements (as often happens in reality) that can make a decisive difference in some cases. See
chapter 4.4 for a concrete example.

3.4. Hierarchical IBS

The Trusted Third Party which computes all private keys is a great concern in many group
communication settings. Although the devices do not have to confer with it to verify cer-
tificates or manage revocation lists, it is tasked with the challenge of admitting members
and coordinating their exit. In IBS for groups, the master secret needs to be changed every
time a device leaves the group, because their key pair can not be mathematically rendered
useless with respect to the existing msk, so some or all devices need to be notified of the
change and equipped with new user secret keys. Therefore, the TTP can quickly become a
bottleneck in large dynamic networks.
Hierarchical schemes help distribute the work load to several TTP instances. Given a tree
structure with the TTP at the root, the master secret is employed only to generate private
keys for the TTP’s direct children. All inner nodes (i.e. all recursive children of the TTP
except the leaves) now serve as Trusted Third Parties themselves and distribute private keys
to their respective children. Therefore, the root TTP is relieved of the burden to manage all
members’ keys sigle-handedly.
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3.4. Hierarchical IBS

Table 3.2.: The computations by phases in GG09 and vBNN-IBS

Phase GG09 vBNN-IBS

Setup msk ← Zp

mpk = msk ∗ P
msk ← Zp

mpk = msk ∗ P

Extract r ← Z∗
p

R = rP
u = r +msk · h1(R, ID)

usk = (u,R)

r ← Z∗
p

R = rP
u = r +msk · h1(R, ID)

usk = (u,R)

Sign x← Z∗
p

X = xP
h = h2(ID,M,X)
s = x+ h · u

sig = (s,R,X)

x← Z∗
p

X = xP
h = h2(ID,M,R,X)
s = x+ h · u

sig = (s,R, h)

Verify c = h1(R, ID)
d = h2(ID,M,X)

s ∗ P ?
= X ⊕ d ∗ (R⊕ c ∗mpk)

c = h1(R, ID)
X̃ = s ∗ P 	 h ∗ (R⊕ c ∗mpk)

h
?
= h2(ID,M,R, X̃)
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3. Identity-based Signatures

Another desired effect of using a hierarchical IBS scheme5 would be to restrict the impact
of re-keying on the group members. If every member has to be equipped with new keys
at every re-key, this process sets a natural limit to the applicability of IBS in large and
highly dynamic groups. When a device is frequently affected by a re-key because of the high
fluctuation, even though it only communicates with a fraction of its peers, it might become
more prudent to look up public keys for signature verification instead of having to keep up
with the continuous changing of the msk, mpk, and own usk. So a desirable feature of HIBS
would be to restrict the effect of a member leaving the group to a subset and re-key only
those devices with the same parent as the ex-member.
However, that is far from simple. A TTP’s public key is notably not derivable from its iden-
tity. This holds true for all inner-node TTP’s as well. So to communicate across branches,
not only is it necessary to know the other party’s location in the tree, but the public keys of
all its parents needs to be explicitly known for verification. It can not simply be computed
from their identity.
To the author’s best knowledge, no HIBS scheme has yet been discovered where the re-key
for the purpose of excluding an ex-member6 only affects a part of the leaves. However, by
adjusting one of the exemplary schemes it is possible to reduce the impact, such that not
all members always need to process a complete re-key that changes their usk, but where a
large part of the devices only needs to update the public information of some inner nodes.
A more detailed explanation is given below.

There are two ways of implementing HIBS: The inner nodes can either be part of the TTP
or group members. The latter approach delegates the TTP’s function partly to the devices
themselves. The group then needs to be managed as a tree. That tree does not necessarily
need to reflect any actual hierarchy in the group. However, some defining criterion for the
role allocation could be sensible: In a group with constantly changing members, long-term
members should be preferred for the role of inner nodes, short-term members for leaves,
for example. Adding the task of private key generation and management to the devices’
functions takes pressure off the TTP, yet it contradicts the need of constrained devices
to be spared as many computations and as much communication as possible. It therefore
seems more prudent to divide the trusted third party in several instances and hierarchically
organize them. The devices are then strictly assigned the role of leaves of the tree. They still
need to make their position known to their communication partners because the verification
depends on their parents’ public keys.

3.4.1. Examples for hierarchical IBS schemes

Both hierarchical schemes presented in this subsection are pairing-based. However, only
one allows for a flexible number of levels, whereas in the other, the number of levels has to
be fixed at the setup. This is related to the signature size: When the number of levels is
variable, so is the length of the signature, otherwise it is constant.

The first scheme (called GS02) originates in a research paper published in 2002 by Craig
Gentry and Alice Silverberg [19], which was very influential and the first to explore hierar-
chical IBS (HIBS) [31]. It allows for the hierarchy to be exteneded also after the setup, at
the price of the key and signature size increasing with every level.

5Also referred to as HIBS [19]
6I.e. for the purpose of rendering the ex-members key information useless

24



3.4. Hierarchical IBS

Table 3.3.: The computations by phases in GS02 and ALYW06

Phase GS02 ALYW06

Setup root:
msk0 =← Zp

mpk = msk0 ∗ P

lower level t:
mskt ← Zp

Qt = mskt ∗ P

root:
msk ← Zp

mpk = msk0 ∗ P
P1, .., P` ← G
Ui = msk ∗ Pi (i = 2, .., `)

no lower level setup

Extract
for IDk

Rk = H1(ID1, ..., IDk)
Sk = Sk−1 ⊕mskk−1 ∗Rk

(S0 = 1 ∈ G)
uskk = (Sk, Q1, .., Qk−1)

root:
r1 ← Zp

A1 = 1
msk−h1(ID1)

∗ (P1 	 r1 ∗ P )

usk1 = (A1, r1)

lower level:
rk ← Zp

h = h1(ID1)
Fj = Uj 	 h1(IDj) ∗ Pj

(j ∈ {2, .., `})
F̃ =

∑k
j=2(h ∗ Fj)

Ak = Ak−1 ⊕ h ∗ Ck−1 ⊕ rk ∗ F̃
Bk = Bk−1 ⊕ rk ∗ (mpk 	 h ∗ P )
Ck,j = Ck−1,j ⊕ rk ∗ Fj

(j ∈ {k + 1, .., `})
uskk = (Ak, Bk, Ck,k+1, .., Ck,`, r1)

where B0 = C0 = O

Sign at
level k

TM = H3(Id1, .., IDk,M)
Qk = mskk ∗ P
S = Sk ⊕mskk ∗ TM
sig = (S,Q1, .., Qk)

s← Zp

h = h1(ID1)
Fj = Uj 	 h1(IDj) ∗ Pj

(j ∈ {2, .., k + 1})
F̃ =

∑k
j=2(h ∗ Fj)

S1 = Ak ⊕ h2(M) ∗ Ck,k+1 ⊕ s ∗
[h2(M) ∗ Fk+1 ⊕ F̃ ]
S2 = Bk ⊕ s ∗mpk 	 h ∗ P
sig = (S1, S2, r1)

Verify Ri = H1(ID1, .., IDi) i = 2, .., k
TM = H3(ID1, .., IDk,M)
g = e(mpk,R1)
v =

∏k
i=2 e(Qi−1, Ri)

e(P, S)
?
= g · e(Qk, TM ) · v

h = h1(ID1)
Fj = Uj 	 h1(IDj) ∗ Pj

(j ∈ {2, .., k + 1})
F̃ =

∑k
j=2(h ∗ Fj)

T = e(P, P1) · e(mpk,mpk)−r1 ·
e(S2, Fk ∗ h2(M)⊕ F̃ )

T
?
= e(mpk 	 h ∗ P, S1)
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3. Identity-based Signatures

Mssrs. Au, Liu, Yuen, and Wong propose ”Practical Hierarchical Identity Based Encyrption
and Signature schemes Without Random Oracles” in their 2006 publication with the same
title [31]. In this scheme, not only is the size of the signature the same for all levels, its
also independent of the number of levels in the hierarchy. However, the hierarchy can not
be extended flexibly. In table 3.3, a step-by-step comparison of their HIBS scheme (called
ALYW06 in this thesis) to GS02 is given.
The constant size of the signature comes at the prize of a larger master public key and
more complex computations. However, the private key size grows in inverse proportion to
the corresponding level, i.e. the deeper the device is located on the tree, the smaller is its
private key. In a setting where all but the lowest level are part of the Trusted Third Party,
this is the best case. There is also no harm in the number of levels required to be static if
the devices in the group are always added on the same (lowest) level as all others and all
higher levels are restricted to the TTP.
The constant signature size also allows for the number of pairings needed for verification to
be independent of the number of levels, whereas the computational cost significantly grows
with every level in GS02.

Unfortunately, only GS02 can be adjusted in a manner that allows a re-key without re-
placing the usks of all group members. In this scheme, every inner node possesses a master
secret of their own on which each child’s private information depends. To verify a signature,
the master public keys of all parents of the sender (including the root) are used. Therefore,
if one of the parents’ secret key changes, so does their public key and all their childrens’
private keys. The devices in the corresponding subtree are therefore aware of the change
and would not accept a signature using old key material.
However, GS02 leave it to the devices themselves to communicate their parents’ public keys
with the signature. How many of them need to be included then depends on the recipient’s
location in the tree. A device with the same parent as the sender does obviously not require
the public information to be communicated with the signature to be able to verify it. They
already have that information. A device in another part of the key would require the public
keys of all the sender’s parents up to the lowest common parent to be sent to them.
Of course in this setting nothing prevents an ex-member from sending messages to devices
that don’t share the same parents on all levels. It can simply enclose old key material. If the
public keys are sent with the signature, then the only way to effectively exclude a member
is re-keying at the root and therefore changing the private information of all members. As
explained above, this is impractical in large groups, which is what hierarchical schemes are
targeted at. Luckily, a quite obvious adjustment reduces the impact of re-keying: The inner
nodes’ public keys are not included in the signature but communicated to all group members
by the TTP. Thus, the devices can not cheat, but on average, only a few devices need to
process a full re-key, whereas for the majority it suffices to update a public parameter.
Of course, there are still drawbacks to this approach; a re-key still needs to be communicated
to every member and the cost of storing all the inner nodes’ information may weigh heavily
for devices with constrained memory. On the upside, the size of signature is constant in
this setting, and on top of it quite small. For devices with sufficient memory, this adjusted
scheme is therefore quite beneficial. The adjusted scheme will be referred to as GS02*.

ALYW06 does not leave room for any such improvement: there is no lower-level setup
in this scheme, therefore the inner nodes do not have their own master secrets. A parent
chooses individual secrets s for all its children. Of course, when a child computes its own
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3.5. Threshold IBS

children’s keys, those depend on s. To re-key the children of a certain node, it is therefore
necessary to re-key one parent who then computes new keys for its descendants. However,
there seems to be no possibility of excluding a group member without changing the master
secret and therefore changing every member’s keys.

Remark. The pairings in both papers are defined as symmetric, however it remains unclear to
the author of this thesis whether this is a necessary requirement or if it is a soft requirement.
For example, in case none had been known at the time, more recent advances of research on
pairing-based cryptography may have discovered antisymmetric bilinear maps that work as
well.

3.5. Threshold IBS

A single msk to compute all usk means that all of them are compromised if an attacker
knows the msk.7 To eliminate this single point of failure and additionally facilitate non-
repudiation, a distributed TTP can be set up. This means distributing the master secret
key to several devices such that neither can know or compute the msk on their own, but
needs a minimum number of its peers to cooperate in order to generate a secret key for
identity ID. Even if one of the devices is then corrupted or not available, secret keys for
users can safely be issued. In a (k,n)-threshold system, k out of n participants can jointly
generate usks, but any group of less than k devices will not be able to gather enough infor-
mation to compute the master secret. [11] However, the computation is more costly, because
more communication has to take place. If devices directly communicate with the different
parts of the TTP (as they should in order to retain the distributed model), the communica-
tion can become expensive quickly; also the devices need to keep an index of all TTP-agents.

7This is true for the hierarchical setting as well. In that setting it is however possible to compromise only
parts of the tree by obtaining a lower-level msk.
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3.6. Phase-by-phase quantifying overview of process details in
comparative tables

In order to understand the specific effects of using a certain scheme, a quantifying analysis
of the respective operations and data transmissions is advisable. To this end, comparative
tables of every phase (i.e. Setup, Extract, Re-key, Sign, Verify) are included in the thesis.
There is one table for every phase comparing all centralized schemes and another comparing
the hierarchical ones. For compactness, only the table for signing in the hierarchical schemes
is introduced in this chapter. The complete set can be found in appendix A. 8

As pointed out in 1.2.1, three aspects need to be considered for constrained devices: storage,
computing power, and energy supply. Therefore, in the analysis of schemes that may be
employed in a constrained environment, there are three factors to take into account for
every stage: How much and what kind of information needs to be available at that phase?
What operations need to be computed and how costly are they? What information of what
size needs to be sent to other devices? In the tables, those three questions are referred to by
the respective keywords know, compute, and send. Please note that in the setup phase
(depicted in tables B.1 andB.2), know is substituted by generate, because no information
is available yet, but rather needs to be chosen or computed. Similarly, in the verification
phase no information needs to be sent, so send is omitted (see tables B.9 andB.10).
Information that is always necessary independent of the scheme is also left out. For example,
the message and sometimes the own ID need to be known for the signing process. But since
the message is always necessary, it is not included in the tables. The ID is included when
it is not obviously necessary, e.g. if it is used for signing. In the verification, re-key and
extraction phases it is always needed, so it is not included in the comparison there.

Know and Send

The information that needs to be known or sent can be quantified in bits - and more ab-
stractly in terms of group elements, integers and bit strings.
The devices also need to be informed about the parameters of the fields, curves, pairings,
and hash functions that are used. This information is much harder to quantify, however.
For example, an elliptic curve group can be described by the elliptic curve parameters q ∈ Z,
a, b ∈ Fq and the generator P for the cyclic subgroup that is used. Then the device may
be able compute the relevant information itself. If more than a minimal amount of memory
is available in the devices, simply storing several curve, hash or pairing descriptions and
sending a denominator for each one with the setup information seems more prudent. Figure
3.1 shows an examplary description of an elliptic curve in the Charm framework.
A more detailed examination would be necessary to determine the best options and quantify
this information. Therefore the manner of communicating curve parameters and the like will
not be addressed in the quantitative analysis.

8The phases Setup, Extract, and Re-key are executed by the TTP, which is not necessarily constrained.
Analyzing the respective data of each phase still has its merit: On the one hand, the TTP might very
well be constrained, too. On the other hand, what it sends to the devices is important in any case; so at
least the ”send”- line should be considered carefully, as it affects the group members as well (which have
to receive and process the data)
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Figure 3.1.: Description of an elliptic curve for a pairing-based scheme in the Charm [1]
framework

Table 3.4.: List of all relevant operations in the schemes by category

pairing basic EC operations integer operations misc

P Pairing GE exponentiation ID division H hash computation
GI inversion IM multiplication

GO operation IA addition

RG extraction of a
random group element

modInv modular
inversion
mod mod comp.
RI extr. of random int

Compute

The operations in the schemes can be divided in four categories: computation of a pairing,
basic operations on elliptic curve group elements, integer operations, and computations that
do not fall into either category (misc).
According to [3], pairings are up to about 21 times as expensive as group exponentiation.
Of course, this depends on the choice of the specific parameters and the state of the art
regarding efficient pairing cryptography.
In general, operations on group are far more costly than integer operations. Among them,
exponentiation of a group element is clearly more expensive than even a single group opera-
tion, because even with the Double and Add Method 2.3.2 it involves computing the group
operation several times. 9 The cost required to compute a hash depends on the significance
of this operation: If hashing is used merely to harmonize certain numbers, a relatively weak
and cheap function can be chosen. If it is used to increase security, it may also cost signifi-
cantly more. Table 3.6 displays all relevant operations by category.

9Of course, a group operation g ∗ g is a group exponentiation with power 2. So, for the term ”group
exponentiation”, the implicit assumption is an exponent >> 2.
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3. Identity-based Signatures

In the quantifying tables, all operations are displayed regardless of the cost so that they may
be used for an exact analysis.

Table 3.5.: Signing phase at level k for hierarchical IBS schemes

Paper GS02 ALYW06
(with ` levels)

know 2 group elem. 2 + l + k group
elem.
1 int

compute 1 H
1 GO
1 GE

2k + 4 GE
2k + 4 GO
k + 1 GI
k + 2 H
1 RI

send k + 1 group elem. 2 group elem.
1 int

Table 3.6 shows the quantitative data of the signing phases of the two hierarchical IBS
schemes. The value are given with respect to the level k of the instance that is signing the
message, and the overall number of levels ` since it must be fixed at setup in the ALYW06
scheme. Note that even though the signature is always computed with respect to a message
(which is assumed to be a bit string), this value does not appear in the table, as it is same
for all possible schemes. It is assumed that no values are pre-computed. Such a distinction
could be easily incorporated however.
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4. A taxonomy for IBS schemes

To judge the suitability of an IBS scheme for a constrained environment various factors
have to be taken into account. Depending on the specific scenario, the devices might be
restricted in different manners and therefore different schemes might be suitable. The fol-
lowing chapter provides a taxonomy that makes it easier to compare schemes and evaluate
their appropriateness in a given setting. The criteria include size of the signature, size of the
information sent with every re-key, the added computational cost for signing and verifying,
the number of group members affected by a re-key, the memory requirements for permanent
information (like private keys), and a classification by the efficiency of known attacks on the
underlying mathematical concepts. The taxonomy will be given in form of a so-called spider
chart (also called radar diagram), where several criteria are plotted on corresponding axes of
a two-dimensional diagram, all starting at the same point. Connecting the respective values
on each axis yields a graphic resembling a spider web.
First, all evaluation factors are laid out in greater detail, then the taxonomy is applied to
all exemplary schemes discussed in chapter 3.3 and every plot explained briefly. It is then
demonstrated how a suitable scheme for the proposed smart home scenario can be selected
by using the taxonomy, and some general instructions and recommendations for applying
it are given. The chapter ends with a remark on the difficulty of handling pairings in the
taxonomy.

4.1. Composition of a quantifying spider chart

The following attributes are quantified in the taxonomy:

Signature Size The size of the signature is measured in the number of group elements needed
to match it. (In pairing-based schemes, this refers to elements of G1.) Often, the
signature contains not only EC group elements, but also integers. In that case, its size
is often given in relation to the group elements as well, so it is easy to account for
the integers as well. In the evaluation of the spider chart some caveats with respect
to the relation of theoretical and practical size of the signature are discussed. In the
exemplary schemes, the smallest signature has a size of about 2 group elements, and
sometimes there is no explicit limit to the size. Therefore the axis shows 1, 2, 3, and
≥ 4 as marks.

Size of re-keying data The re-keying data for a single device contains the part of the public
parameters that changes during re-key and its secret key usk. Same as the signature it
is measured in the number of group elements to match it. In the exemplary schemes,
the smallest unit of re-key data has a size of 1 group element; to match the measurement
for the signature size, the axis shows 1, 2, 3, and ≥ 4 as marks.

Memory requirement This axis specifies the size of the fixed input data needed for signing
and verification. In EC-based schemes this may for example contain the generator
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4. A taxonomy for IBS schemes

of the group, the mpk and the usk. Precomputable values which are independent
from the sender are not included in the assessment. The signature, sender-ID, and
message are needed as input for verification, but they are not permanently stored
in the memory, so they are not considered for measuring the memory requirement.
Neither are computation tools like hash functions or pairings. Although they require
memory, the respective size depends very much on the implementation and specific
details and is therefore hard to measure.
Same as the signature the memory need is measured in the number of group elements
needed to match it. In the exemplary schemes, the smallest amount of required memory
equals 3, therefore the axis shows 2, 3, 4, and ≥ 5 as marks.

Of all operations shown in 3.6, P (= computing a pairing) and GE (= computing an expo-
nentiation in a group) are by far the most expensive ones. Because not all schemes feature
pairing, GE is chosen as a unit to measure the cost of computations. In doing so, 1P is con-
verted to 21GE as estimated by [3]. All other operations are disregarded for the purposes of
the spider chart on the assumption that their impact is comparatively very small.

Computing signature and verification The added cost of the most frequent events (signing
and verifying) of a group member is used as an indicator of its workload. In the
exemplary schemes, the cost ranges from 4 GE to 156 GE. The axis is treated as
a continuous scale and labeled with the marks for 10GE, 45GE, 80GE, 115GE, and
≥ 150GE.

Minimal number of devices affected by re-key This axis shows the roughly estimated num-
ber of devices (including the TTP) that is affected in the event of a re-key. It depends
on n, the number of members in the group. Therefore, no concrete numbers are given
on this axis, but the number relative to n. Also, the values are not plotted continuously
but categorized in the following classes of magnitude:

n
m Only a fraction of the group members is affected by the re-key. As long

as no scheme is discovered where this is realistic, this value can also be
interpreted to show that only a fraction of the group members have to
process a full re-key, while the rest merely needs to update a part of
the re-key data.

n All group members are (to some degree) affected by the re-key and
need to process information to be up to date. As long as no scheme is
known where a partial re-key is possible, this value can be interpreted
to show that all members need to process the full re-key.
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n ∗ k This value slightly deviates from the interpretation of the axis. There
is hardly a scenario imaginable where more devices are affected by the
re-key than are group members. Therefore, this value is taken to mean
that a member needs to process more than one message for re-key.
When using threshold IBS, a re-key may mean receiving a message
from each of the parts of the TTP; then this value could express the
overhead compared to a regular scheme. (If there are threshold
schemes where a re-key can be conducted by changing only part of the
msk, the value n could be chosen to express that each device has to
process only one message.)

Efficiency level of known attacks Apart from procedural weaknesses that may render a
scheme insecure, the underlying mathematical problems limit its security, e.g. a sig-
nature scheme can at most be as secure as the problem it is based on. IBS schemes
are not confined to the realm of elliptic curves. They can be defined on the basis of
RSA [44] or lattices [42] as well, and other applications may follow. In the same way,
concepts like pairings or hash-functions that are employed in the schemes pose limits
to their security. It is therefore useful to rate an IBS scheme with respect to the level of
security it provides given a sensible choice of parameters. For this thesis, those levels
are defined as follows:

Level 0 There are no known attacks.
Level 1 In theory, an attack is known that could be carried out

efficiently by a quantum computer.
Level 2 In theory, an attack is known that may in the medium

term future become feasible on classical computers.
Level 3 A practically feasible attack is known.

Remark. Given a set of options where the value on this axis differs, it is important to know
that the attack efficiency level is crucial for the size of keys and signatures. The reason for
not using RSA with IBS in constrained devices is that there exist relatively efficient methods
to factorize integers (on which RSA is based). To securely use it, the corresponding keys
need to have at least 1024 bits , and the key size grows superlinearly in proportion to the
security level. So for a scheme with value 3 on the attack efficiency axis, not only are proba-
bly large parameters needed to begin with, it only gets worse for increasing security. Even if
the signature consists of only one group element, it may still be larger then a signature of 3
group elements in a level 2 elliptic curve based scheme. Therefore, the possible impact of this
axis on the other factors needs to be taken into consideration when choosing a scheme. Of
course the relation is not always directly proportional: A lower efficiency of known attacks
does not necessarily imply smaller keys. For example, lattice based cryptography [42] is at-
tracting ever more interest because it is believed to be quantum-secure. The corresponding
parameters are however quite large by nature of the underlying problem. So even though the
attacks are less efficient than for solving the ECDLP, the keys are still larger. To sum up,
the value on the attack efficiency axis can give some insight on the concrete sizes of signature
and keys, but not the relative size. Similarly, the axes for plotting signature size could be
designed to show absolute key size, but this would not convey much, if any information
about the efficiency of attacks on the schemes’ underlying mathematics. Therefore, both
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4. A taxonomy for IBS schemes

Figure 4.1.: Hess02 represented in a spider chart
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axes are necessary even though their relation needs to be taken into account for evaluation
of the spider charts.

4.2. Representing schemes in the chart

4.2.1. Hess02

Signature Size The signature is composed of one group element P ∈ E(Fq) and one integer
i ∈ Zp. By Hasse’s Theorem, #E(Fq) ≈ q holds and in the scheme, p ≈ q is requested
[22]. Therefore, i is about the same size as one group element. That means the
signature size is approximately 2 group elements.

Size of re-keying data For re-keying, the master public key mpk and the user secret key
usk, each consisting of 1 group element, are sent to the member. Therefore the re-
keying data’s size also matches 2 group elements.

Computing signature and verification The computation of the signature requires 3 group
exponentiations (GE) and 1 pairing (P). By the conversion rate of 1P ≈ 21GE, this
adds up to 24GE. Verifying the signature takes another 2P and 1GE, i.e. (2∗21+1)GE
= 45GE. In total, 69GE are required.

Minimal number of devices affected by re-key All members need to be fully re-keyed when
a device is excluded from the group. Therefore the number affected by a re-key is in
the magnitude of n.

Memory requirement The values permanently stored on a group member device for the
Hess02 scheme consist of the generator P , the mpk, and the usk. All of those values
are elements of E(Fq), so the sum of their sizes comes up to 3 group elements.
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4.2. Representing schemes in the chart

Figure 4.2.: BLMQ05 represented in a spider chart
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Efficiency level of known attacks In practice, even though pairings are defined on Elliptic
Curves, they are only as secure as the DLog problem is hard. If the DLog problem
could be efficiently solved, pairing-based schemes as used at the moment could not be
relied on anymore. Therefore, pairing-based schemes do not exceed level 3 on this axis.

4.2.2. BLMQ05

Signature Size As in the Hess02 scheme, the signature is composed of one group element
P ∈ E(Fq) and one integer iZp. Therefore, the signature size approximately matches
2 group elements as well.

Size of re-keying data For re-keying, the master public key mpk and the user secret key
usk, each consisting of 1 group element, are sent to the member. Therefore, the re-
keying data’s size is also 2.

Computing signature and verification The computation of the signature requires 2GE and
1P. Another 2GE and 2P go into the verification. With 1P = 21GE, this adds up to
3 ∗ 21 + 4 = 67 GE.

Minimal number of devices affected by re-key All members need to be fully re-keyed when
a device is excluded from the group. Therefore the number affected by a re-key is in
the magnitude of n.

Memory requirement The values permanently stored on a group member device consist of
the generator P , the mpk, and the usk. As before, all of those values are elements of
E(Fq), so the sum of their sizes comes up to 3 group elements.

Efficiency level of known attacks In practice, even though pairings are defined on Elliptic
Curves, they are only as secure as the DLog problem is hard. If the DLog problem
could be efficiently solved, pairing-based schemes as used at the moment could not be
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4. A taxonomy for IBS schemes

Figure 4.3.: GG09 represented in a spider chart
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relied on anymore. Therefore, pairing-based schemes do not exceed level 3 on the scale
defined above.

4.2.3. GG09

Signature Size The signature is composed of two group elements P,Q ∈ E(Fq) and one
integer i ∈ Zp. According to the reasoning introduced in the Hess02 representation,
this amounts to approximately 3 group elements.

Size of re-keying data For re-keying, the master public key mpk (one group element) and
the user secret key usk (consisting of one group element and 1 integer) are sent to the
member. Therefore, the re-keying data’s size is also 3 group elements.

Computing signature and verification The computation of the signature requires 2GE, as
does the verification. So the total cost are 4GE.

Minimal number of devices affected by re-key All members need to be fully re-keyed when
a device is excluded from the group. Therefore the number affected by a re-key is in
the magnitude of n.

Memory requirement The values permanently stored on a group member device consist of
the generator P , the mpk, and the usk. P and mpk are elements of E(Fq), and the
usk contains one group element and one integer, which is about as large as one group
element. So the sum of their sizes comes up to 4 group elements.

Efficiency level of known attacks There exists an algorithm1 that renders the ECDLP easy
on quantum computers (which at the moment are still hypothetical constructs). Keep-
ing the curve parameters secret is a possible counter-measure [23], the practicality of
this is doubtful however. Therefore the realization of quantum computers threatens

1Known as ”Shor’s algorithm”, refer to [45] for details.
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4.2. Representing schemes in the chart

Figure 4.4.: vBNN-IBS represented in a spider chart
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the security of elliptic curves and the security of schemes based on the ECDLP does
not exceed level 2.

4.2.4. vBNN-IBS

Signature Size The signature is composed of two group elements P,Q ∈ E(Fq) and one
integer i ∈ Zp. According to the reasoning introduced in the Hess02 representation,
this amounts to approximately 3 group elements.

Size of re-keying data For re-keying, the master public key mpk (one group element) and
the user secret key usk (consisting of one group element and 1 integer) are sent to the
member. Therefore, the re-keying data’s size is also 3 group elements.

Computing signature and verification The computation of the signature requires 2GE, as
does the verification. So the total cost are 4GE.

Minimal number of devices affected by re-key All members need to be fully re-keyed when
a device is excluded from the group. Therefore the number affected by a re-key is in
the magnitude of n.

Memory requirement The values permanently stored on a group member device consist of
the generator P , the mpk, and the usk. P and mpk are elements of E(Fq), and the
usk contains one group element and one integer, which is about as large as one group
element. So the sum of their sizes comes up to 4 group elements.

Efficiency level of known attacks For the same reasons as in the GG09 scheme represen-
tation above, the security of vBNN-IBS matches level 2 on the scale defined in this
thesis.
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4. A taxonomy for IBS schemes

Figure 4.5.: GS02* represented in a spider chart
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4.2.5. GS02*

In hierarchical schemes, some parameters depend on the number of levels `. For the sake of
comparability to the other schemes, this number is fixed at ` = 3, the smallest number such
that the TTP has more than one level. It is assumed that the gorup members are all located
at level 3. For the re-key, it is assumed that it is always conducted by a direct parent of the
device.

Signature Size In the adjusted version of the scheme, the signature is composed of 2 group
elements (S,Qk) ∈ E(Fq) at every level k, which are two group elements.

Size of re-keying data For re-keying, the lower-level master public key mpk (one group
element) and the user secret key usk (also one group element) are sent to the member.
Therefore, the re-keying data’s size is 2k.

Computing signature and verification The computation of the signature requires 1GE. The
verification adds (k + 3)P = 6P . So the total cost are (21 ∗ 6 + 1)GE = 127GE.

Minimal number of devices affected by re-key Only direct children of a re-keying parent
need to process a full re-key. For other members it suffices to update the nodes public
key. Therefore the number affected by a full re-key is in the magnitude of n

m .

Memory requirement The values permanently stored on a group member device consist of
the public parameters and the usk. The public parameters are the generator P and
the mpk of the root and all inner nodes. They are all group elements. The usk on
every level is comprised of one element in GS02* (instead of ` in GS02). In a binary
hierarchy of three levels, there are 2 inner nodes. So the sum of the parameter sizes
comes up to 6 group elements, which in the taxonomy is depicted with the value ≥ 5.

Efficiency level of known attacks For the same reasons as in the Hess02 scheme represen-
tation above, the efficiency of known attacks on this scheme matches level 3 on the
scale defined in this thesis.
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4.2. Representing schemes in the chart

Figure 4.6.: ALYW06 represented in a spider chart
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4.2.6. ALYW06

Signature Size The signature size is constant with two group elements and one integer, so
adds up to ≈ 3 group elements, irrespective of the number of levels.

Size of rekeying data In case of a re-key to exclude a device from the group, a large part of
the public parameters and the whole usk need to be replaced. The public parameters
amount to 2` = 6 group elements and the usk consists of 3 group elements and one
integer. The approximate size of the re-key data is therefore 7 group elements.

Computing signature and verification For ` = 3, the comptuational effort for the signa-
tures comes up to 9 GE. For the verification, 4 pairings (=84 GE) and 6GE need to
be executed, therefore the total cost equals 99GE.

Minimal number of devices affected by re-key All members need to be fully re-keyed when
a device is excluded from the group. Therefore the number affected by a re-key is in
the magnitude of n.

Memory requirement The values permanently stored on a group member device consist of
the public parameters and the usk. The public parameters are the generator P , the
mpk, ` values Pi and `−1 values Ui, all of which are group elements. The usk on level
` is comprised of three group elements and one integer 2. So the sum of their sizes
comes up to 11 group elements, which in the taxonomy is depicted with the value ≥ 5.

Efficiency level of known attacks For the same reasons as in the Hess02 scheme represen-
tation above, the efficiency of known attacks on this scheme matches level 3 on the
scale defined in this thesis.

2Note that the usk therefore has a constant size independent of the number of levels for the units at the
leaves.
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4. A taxonomy for IBS schemes

Figure 4.7.: All exemplary schemes represented in a single spider chart
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4.3. A suitable IBS scheme

All axes are oriented towards the center, therefore an optimal scheme would form the smallest
possible ring in the spider chart. Of course a scheme like that is hardly realistic. Usually,
a trade-off between security, parameter size, and computational efficiency is inevitable. In
that case, the axes need to be weighted according to the specific scenario for which an IBS
scheme is desired. For example, in a highly dynamic group, the number of devices affected
by a re-key and the total size of the renewed data might be deemed more significant than
the size of the signature and cost of computing it.
In the proposed smart home scenario, it is plausible that many devices in the group rely
on a battery for power supply, either because they need to be flexibly located (e.g. a
thermostat) or to be independent of the home’s power supply, as may be vital for fire
alarms [21]. Therefore energy consumption is a crucial criterion in the selection of a scheme.
With a low-power radio (less than 10 mW), which has a higher networking efficiency than
can be plausibly assumed for the devices in the smart home group, sending one bit costs
about 100-1000 nJ according to [49], whereas one instruction on an energy-efficient MSP430
microprocessor consumes an estimated 0.5 nJ [48]. Guggemos [21] concludes that the
transfer of information is 10-100 times more expensive than computing it. Therefore,
computation is clearly favored over networking in this setting, and in the spider chart, the
”signature size” axis is given a higher weight for the rating of the schemes. The re-key data
size may also be considered important for the same reason. However, since the scenario
suggests that the group is only moderately dynamic, the size of the signatures is ultimately
more important. Only the non-pairing-based schemes considered in this thesis exceed level
3. Whether or not this axis is decisive for choosing a scheme depends on the security level
required fot the scneario. For the sake of discussing the other axes more, the efficiency
of known attacks will not play a role in choosing the scheme. With those considerations
in mind, BLMQ05 and Hess02 remain as the best candidates: They are equally well or
better suited than either hierarchical scheme apart from re-keying related axes, but as the
group is not very dynamic, re-keying is not important enough to make a difference. They
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4.4. Handling pairings in the taxonomy

also outperform the two non-pairing based centralized schemes except for computational
cost, which is also considered less important than signature size. With respect to memory
requirements, Hess02 and BLMQ05 are at least as well suited as the other schemes, too.
Therefore, those two schemes remain. They differ only in the computational cost for signing
and verifying, where BLMQ05 is less intensive by order of 2GE. However, in BLMQ05 there
is room for improvement given a device that is not heavily constrained with respect to
memory:

If the value e(P, P ) in BLMQ05 can be precomputed and stored, it is superior to Hess02
with respect to the amount of group exponentiations (25 instead of 67, as two pairing compu-
tations (one in sign, one in verify)) are saved. However, there is no clear-cut answer whether
all devices in a smart home have a sufficiently powerful chip to store an additional group
element3. If this is not the case, then BLMQ05 may not feasible even on a 80-bit security
level, and Hess02 is the superior choice by the process of elimination.

Even though identity-based signatures are still a relatively new field of research, quite a
large number of different schemes have emerged since the renewed interest in identity-base
cryptography. The taxonomy developed in this thesis is therefore a useful tool to get a quick
and practical overview of the available schemes and selecting one for a given setting.
It is not unlikely, however, that some schemes are so similar in terms of the taxonomy that a
small set of remaining candidates needs to be examined in more detail. This might concern
trade-offs between the axes where slight adjustments in the schemes are possible (e.g. by
precomputing values that would normally increase the computational cost of signing). The
taxonomy may also be ill-suited to differentiate between optimized versions of a scheme.
GG09 and vBNN-IBS for example are so close, that the respective spider chart plots are
identical. As mentioned before, a closer look reveals that in vBNN-IBS signatures one group
element is replaced by an integer of roughly the same size. Although that saves a few bit
in signature size, the taxonomy will not illustrate the difference. Other factors to consider
include additional features of the scheme (e.g. whether they offer threshold IBS) or whether
older, more established schemes might be preferred to new ones that have yet to be tested
in practice despite a less favorable spider chart.

4.4. Handling pairings in the taxonomy

Unfortunately for the taxonomy presented in this thesis, there are many variables involved
when it comes to pairings. Symmetric pairings are hardly used anymore for security as well
as efficiency reasons. Asymmetric pairings on ordinary curves are thus predominantly used
today, i.e. bilinear maps of the form e : G1 ×G2 → G3 with a suitably chosen elliptic curve
group of size q and embedding degree k. Then the size G2 of G2 can be estimated to be
around k

2q ≥ G2 ≥ k
6q. So-called (quadratic/quartic/sextic) twists are used to reduce it to

this range.
The difficulty for the taxonomy arises from the following: Some values are required to be
elements of G2, e.g. the generator and the master public key in Hess02 (see chapter 5 in [22]).
The size of G2 depends very much on the pairing and associated curve that are used when
applying the scheme. Incorporating the size of the curve, the embedding degree, and the
reduction factor of a twist in an abstract manner would hardly yield a comprehensible and
user-friendly taxonomy. Hence, to account for this variability, there are three possibilities:

3Even more so as it is an element of G3 in the pairing, realistically by far the largest group.
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4. A taxonomy for IBS schemes

Figure 4.8.: Comparison of the centralized schemes assuming the use of MNT159
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• Display the schemes under the ideal and unrealistic assumption that an efficient pairing
with G1 = G2 = G3 exists. In the case that the schemes are only mildly affected
by the issues discussed above, this retains the higher level of abstractness while not
significantly distorting the result. Otherwise, it renders the taxonomy quite a bit
harder to read and necessitates detailed evaluation.

• Creating additional axes to measure the effects of pairing-based schemes. Of course,
that approach probably means over-complicating the taxonomy solely to accommodate
a fraction of the possible schemes.

• Resort to instantiating the curves and the pairing with suitable parameters. That way,
more realistic values of employing a scheme are obtained. The only drawback is a loss
of abstraction that might be desired depending on the nature of the comparison.

To present the taxonomy in an abstract fashion that depends on as few concrete values
as possible, the figures in the this chapter show all schemes for an ideal pairing where
G1 = G2 = G3. This does not disturb the result very much, as only the size of the re-key
data and the memory requirements are affected. Usually, the third solution is likely to be
more prudent in practice.

Take, for example, MNT224 from a class of curves called MNT-curves, which was discov-
ered Miyaji, Nakabayashi and Takano in their work [34]. They define an asymmetric pairing
e : G1 × G2 → G3. The base field size is 224 bit. The curves embedding degree is k = 6.
Therefore, |G1| = 224, |G2| ≈ 224 bit∗62 = 672 bit, and |G3| ≈ 224 bit∗6 = 1344 bit. Integers
have size 216 bit.

In both pairing-based schemes, the mpk and the generator P are elements of G2, while
usk and one part of the signature are elements of G1. The second part of both signatures is
an integer.
All group elements used in GG09 and vBNN-IBS can, of course, be taken from G1 as they
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4.4. Handling pairings in the taxonomy

Figure 4.9.: Comparison of the centralized schemes assuming an ideal pairing where G1 =
G2 = G3
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require no pairing. 4 Then the following measurements emerge5

Scheme Hess02 BLMQ05 GG09 vBNN-IBS

memory requirement in bit 440 440 704 676

signature size in bit 1588 1588 948 948

size of re-key data in bit 896 896 704 704

The comparison of figure 4.8 and the more abstract spider chart (see figure 4.9) shows
that the representation of schemes assuming ideal pairings is of limited value. For example,
while it appears in the abstract scheme that GG09 and vBNN-IBS have higher demands in
terms of available memory and re-key data than the pairing-based schemes, in reality those
values are smaller than for Hess02 and BLMQ05.
However, the ratio of the signature sizes is remarkably even more in favor of the pairing-
based schemes. Since the signature size is often the decisive factor for the use in constrained
environments, the evaluation on the concrete chart may still result in a pairing-based scheme
being favored. This is not by chance, either: as signature size is so important, the pairing
based schemes are designed to be competitive in this aspect. Therefore, the abstract scheme
is quite useful despite its restrictions.

4In practice, MNT244 would probably not be chosen for non-pairing based schemes because it is optimized
for pairings. Therefore it may not be as efficient as a more freely chosen curve.

5Please note that the computational effort of computing the signature are not concretized in this example
for simplicity, even though it is affected by the difficulties posed by pairings,ecause b larger parameters
also imply more costly operations.
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5. Implementation

To prove that identity-based signatures are suitable for source authentication in a constrained
network, the implementation of on of the schemes in a test bed representing a group of devices
and a Trusted Third Party is presented here. First, the structure and technical details of the
test bed are described. In the second section, the libraries used for the implementation and
the different curves for which the scheme was tested are discussed. The measurements are
discussed in the subsequent section, along with the formal results regarding the requirements
formulated in the Introduction.

5.1. Test bed

The test bed consists of four constrained devices, one of which fills the role of the Trusted
Third Party, with the other three representing members of a group communication in all
phases of membership. The setting has a centralized structure, so no hierarchy exists.

Four small computers produced by the Raspberry Pi Foundation are used, specifically three
Raspberry Pi Model B Full Production Boards [38] to represent the group members and one
Raspberry Pi 3 Model B [36] which is less constrained, thereby suited to be used as the
Trusted Third Party. Please refer to table 5.1 for the basic technical data. The computers
were equipped with the Raspbian Operating System (specifically ”Raspbian Stretch with
desktop” for the TTP and ”Raspbian Stretch Lite” for the group members) [39].
The TTP was connected to the local network via WLAN, the group members via LAN using
a switch. The local IP address was used as the unique identifier ID, as this information is
contained in the IP-Header of all messages.

5.2. Cryptographic library

Charm [1] is a Python and C-based cryptography framework. Intended for the rapid pro-
totyping of cryptosystems, it provides, among other things, a crypto library (e.g. for hash
functions) and supports elliptic curves as well as pairings. In general, mathematical oper-
ations which are performance critical are implemented in native C modules, whereas the
higher-level parts of the cryptosystems can be written in Python. Especially for pairing-
based cryptography, it relies on PBC [29], another library, for implementation, which also
provides some documentation and more insights on pairings. Apart from the means for pro-
totyping, implementations of some well-known schemes are provided to serve as examples
and for further use. Hess02 is one of them, so the implementation is based on this existing
code. It had to be slightly adjusted to match the original paper.

Although the Charm framework is frequently recommended for cryptographic prototyping
and seems to be rather established, using it can be a bit difficult at times. For example, a
custom type is defined for elements of pairing-friendly curves, but no comprehensive guide

45



5. Implementation

Table 5.1.: Technical specifications of the Raspberry Pi devices

Model Raspberry PI Model
B+

Raspberry PI 3 Model
B

CPU-Speed 700 MHz single-core 1.2 GHz quad-core

Memory 512 MB (shared with
GPU)

1 GB (shared with
GPU)

On-board network 10/100 Mbit/s
Ethernet

10/100 Mbit/s
Ethernet
802.11n wireless
Bluetooth 4.1

Recommended
PSU current capacity

1.2A 2.5A

for using it nor a basic description could be found. Even tracing its origin was more difficult
than expected.

5.3. Evaluation

5.3.1. Quantitative evaluation

The quantitative evaluation is restricted to the size of the data transmitted for authentica-
tion. For devices where the processing power is limited, testing the computational cost of
signing and verifying would also provide valuable insights. However, this aspect was given a
low priority (and eventually omitted) for the following reasons: First of all, throughout the
thesis, of all characteristics of the IBS schemes the main focus was on signature size. Since
networking is very expensive and signatures are plausibly communicated with high frequency,
this factor is believed to be decisive in the application of IBS to constrained networks like a
smart home. Second of all, the results depends heavily on the specific implementation, both
of the mathematical tools (like the elliptic curve operations) and the scheme itself. Lastly,
quite a bit of literature is available that is concerned with the efficient implementation of IBS
schemes in constrained devices and discusses the resulting cost of computation and energy
requirements. The parameter sizes on the other hand are rarely ever mentioned indepen-
dently (if at all), let alone compared between different curves, even though they are not
trivial (especially in the context of pairings). Thus, for insight on computational cost and
implementation details, the following sources are recommended: ”Software Implementation
of Pairing-Based Cryptography on Sensor Networks Using the MSP430 Microcontroller” by
C. GouvÃaa and J. Lopez [20] and ”Securing Communications in the Internet of Things
using ID-based Cryptography and Modern Elliptic Curves” [32]

The implementation is tested with three different curves, referred to by the denominator
in Charm:
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5.3. Evaluation

SS512 SS512 defines a supersingular curve with a symmetric pairing e : G1 × G1 → G3.
The base field size is 512 bit. Its embedding degree is k =2. Therefore, |G1| = 512bit1

and |G3| ≈ 512 bit∗k = 1024 bit.

MNT159 MNT159 belongs to the MNT-curves mentioned in section 4.4. They define an
asymmetric pairing e : G1 × G2 → G3. The base field size is 159 bit. Its embedding
degree is k = 6. Therefore, |G1| = 159bit, |G2| ≈ 159 bit∗k2 = 477 bit, and |G3| ≈ 159
bit∗k = 954 bit.

MNT224 MNT224 is also a MNT-curve, so the corresponding pairing is asymmetric, with
a 224 bit base field and embedding degree 6. Therefore, |G1| = 224 bit, |G2| ≈ 224
bit∗62 = 672 bit, and |G3| ≈ 224 bit∗6 = 1344 bit.

The signature is composed of one element of G1 and an integer, which by [22] is requested
to have approximately |G1| bit. The size of the generator P , the msk, the usk are also
considered. Of those values, P is only sent to the device at setup, while mpk and usk are
needed for every re-key. P and mpk are elements of G2, the usk of G1.
The recorded values are shown in the following table:

Table 5.2.: Implementation: Sizes of transferred data

pairing curve P mpk usk signature

SS512 512 bit 512 bit 512 bit 664 bit
(= 152+512 bit)

MNT159 480 bit 480 bit 160 bit 312 bit
(= 152+160 bit)

MNT224 672 bit 672 bit 224 bit 440 bit
(= 216+224 bit)

Round-up errors of up to 8 bit can be attributed to the fact that the bit size was computed
from the byte-size of the transferred values as no more precise function for measuring was
found. With that in mind, all recorded data matches the expected size.

5.3.2. Evaluation with respect to formal requirements

For the initialization of TTP and clients, it is assumed that the curve information, the pai-
ring information, the prime field, and the necessary hash functions are already agreed on and
known on both sides. The EC group generator and msk are therefore the only parameters
sent to new members upon joining the group.

In the test bed, at first the following chain of events was successfully carried out:

1This is a colloquial standard of expressing that |G1| is in the order of magnitude of 512 bit
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5. Implementation

The TTP sets up a group by choosing and generating all necessary public parameters.
Upon receiving an application message from a client, it computes the user secret key
usk corresponding to the sender’s IP address, which in the test bed equals the sender’s
identity and which was not part of the message, but included in the IP header. All
three members are admitted to the group in this manner. Each device then sends a
signed message to both other members without specifying their identity or a public key.

All six signatures could be verified. Thus, the basic identity-based signature scheme was set
up correctly and evidently worked on the constrained devices. The events specific to group
communication will be explained in more detail now.

Excluding a device from the group

A special concern of applying IBS in a group environment is the re-keying process. What
makes IBS interesting is the possibility to mathematically bind the ID to the public key
through a master secret. As explained before, this mathematical connection can not be
invalidated. So revoking the public key of a device D is the same as re-keying all other
members of the group. The master secret changes and by not receiving a corresponding
private key, D’s key pair is rendered useless and the device is effectively excluded from the
group.

Therefore, to revoke the membership and keys of a device, the Trusted Third Party needs
to update the member record and re-key the remaining members, i.e. choose a new
msk, computing the mpk and new usk’s and informing the remaining members about the
changes.

To test that the two steps were successfully carried out, the following tests were carried
out after excluding one of the three group members:

1. The ex-member signed a message and sent it to either remaining group member. The
verification correctly failed, as the signature was invalid.

2. The ex-member was sent a signed message by one of the remaining group members,
but could not prove its authenticity.

3. The remaining group members sent each other signed messages which were correctly
verified to be authentic on both sides.

So the ex-member was successfully removed from the group without corrupting the commu-
nication for the remaining members. Therefore, all but one of the demands for a IBS scheme
in a group setting, formulated in the introduction, were met:

X ”Allow for a sender’s public key to be derived from some individually identifying informa-
tion that was included anyway.” The sender’s public key was, when necessary, derived
from the meta-information about the communication, namely the IP header of the
UDP packet.

X ”Prove that the sender is a member of the group.” As only group members can hold a
valid key to sign, successful verification of the signature implies the sender’s authority
to send the message.
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5.3. Evaluation

(X) ”Allow for the group communication to rely on symmetric keys for confidentiality.” The
implementation lacks a test to prove this point. However, there is no reason to doubt
that a more extended implementation could easily achieve it.

X ”At the same time, employ asymmetric keys to individually authenticate the sender of a
message.” Hess02 is based on asymmetric keys for signing, as are all identity-based
schemes, so this holds.

X ”Prevent outsiders (including former members) from creating new valid signatures and
verifying signatures created after their membership expiration.” It was successfully
tested that former members can neither sign nor verify after a re-key, which implies
the same for all outsiders.

X ”Prevent outsiders (including former members) from credibly claiming to be a group mem-
ber.” As only members of the group can sign messages and no other proof of member-
ship exists, the inability to sign equals the inability to claim membership. Therefore,
after a re-key no former members can credibly do so, and neither can outsiders.
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6. Conclusion and outlook

6.1. IBS in constrained devices

Identity-based signatures work well in constrained networks, because they avoid the overhead
that comes from managing the loose relationship between the alleged sender of a message
and the public key that is supposed to prove its authenticity. Even though a device needs to
communicate more with a Trusted Third Party, signatures and their verification are easier to
handle in identity-based schemes than for example with a certificate-based approach. Using
IBS in group communication also provides a simple yet effective mechanism to prove the
membership of a device as it is firmly tied to its ability to credibly communicate. In very
large and dynamic groups, the fact that revoking one device’s keys implies a re-key for all
remaining members limits the applicability of the scheme. Even the hierarchical schemes
examined in this thesis can not reduce the impact this has on every device significantly (if
at all).
A significant drawback of the approach is the handling of the keys by a third party. Because
of this, identity-based signatures are not non-repudiable (although arguably that is also true
for certificate-based authentication). Threshold IBS schemes allow the master secret to be
split such that no entity posseses all information to compute secret keys on its own. They
can therefore be used to reduce the necessary trust in the TTP. How much this increases the
overhead for re-key is not studied in this thesis but would necessarily be part of an analysis
of threshold IBS in constrained networks.
The basic characteristics of IBS schemes can be illustrated by the taxonomy developed in
this thesis. Even in its abstract form it is a practical tool for the evaluation and comparison
of identity-based schemes. It also accommodates hierarchical IBS schemes and is specifically
designed to give insight about a schemes suitability for constrained networks. It focuses on
the characteristics that have the greatest impact on clients with limited resources, namely
computational power, memory requirements and transmission cost.
The successful implementation of one of the exemplary schemes in a small group of three
devices not only confirms that identity-based authentication is possible and requires no
separate public keys to be communicated. It also proves that re-keying all other members
is an effective measure to exclude a device from the group without disturbing the group
communication. As the implications of using IBS in a group have hardly (if ever) been
addressed before, this is an important result despite its simplicity.

6.2. Outlook and future work

This thesis can be used as groundwork for future endeavours in a number of directions. First
of all, many assumptions were made with respect to group and identity management, secure
data transmission, and secure key storage that have technically not yet been proven to work
in such an environment. Even tough it is not unreasonable to believe that they are justified,
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6. Conclusion and outlook

testing the setup in a much more concrete setting would hopefully remove all doubt.
Also conducting more research, for example on the impact of using multicast communica-
tion could increase the practical value quite a bit, as would a closer look at the possible
incorporation of other mathematical concepts in the taxonomy, for example lattices [42].
Furthermore, it may be impossible to find a hierarchical based IBS scheme that allows a
re-key which does not affect every group member. After all, a common denominator in the
computation of the user secrets is the key to conducting identity-based authentication. The
related literature on HIBS does not address this question however, so adjusting the existing
schemes to make them more network-friendly would be worthwhile. Proving or disproving
the existence of a HIBS scheme with strictly partial re-key could help in the search for an
optimal scheme.
Lastly, although the proposed taxonomy is already very useful to compare, evaluate and
classify identity based signature schemes for cryptographic purposes, many improvements
are possible. The computational effort to compute and verify signatures could, for example,
be divided into separate axes, because verification is very likely to happen significantly more
often than signing. In addition, some adjustments might be needed to incorporate threshold
schemes. Maybe it would even be worthwhile to extend the taxonomy to non-IBS schemes.
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A. Notation

Table A.1.: Abbreviations and Notation used in this chapter and beyond

msk and mpk The master secret key and master public key, respectively, i.e.
the TTP’s key pair used to compute all members’ secret
information.

usk A member’s secret key

ID A member’s identity

⊕ and ∗ The elliptic curve group operation and the respective
multiplication (with additive notation for EC groups)

+ and · Addition and multiplication of integers, respectively

hi A hash function hi : {0, 1}∗ → Z∗
p that maps a bit string to a

prime field. hi(x, y) means the hash of the concatenated bitstring
representations of x and y.

Hi A hash function Hi : {0, 1}∗ → Gj that maps a bit string to a
(elliptic curve) group. Hi(x, y) means the hash of the
concatenated bitstring representations of x and y.

P The generator of the underlying elliptic curve group G

G The underlying elliptic curve group

e : G1 ×G1 → G3 A symmetric pairing Operations in G3 are denoted
multiplicatively, because in practice pairings usually map into
finite fields

M The message that is signed and sent to another device

g ← A Drawing a random element from a set A and assigning to it the
name g

case sensitivity When no fixed meaning is given here, capital letters in general
denote elliptic curve group elements and lower-level letters are
used for integers.
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B. Quantifying overview of process details of
all schemes in comparative tables

B.1. Setup

Table B.1.: Setup phase in the centralized IBS schemes

Paper Hess02 BLMQ05 GG09 vBNN-IBS

generate 1 group elem. 1 group elem. 1 group elem. 1 group elem.

compute 1 RI
1 GE

1 RI
1 GE

1 RI
1 GE

1 RI
1 GE

send 2 group elem. 3 group elem. 2 group elem. 2 group elem.
1 int

Table B.2.: Setup phase (both root and lower level

Paper GS02 ALYW06
(with ` levels)

generate 1 group elem. 1 group elem.

compute root:
1 RI
1 GE

lower level:
1 RI

root:
1 RI
l GE
l RG

lower level:
no setup

send 2 group elem. 2l+ 1 group elem.
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B. Quantifying overview of process details of all schemes in comparative tables

B.2. Extract

Table B.3.: Phase Extract in the centralized IBS schemes

Paper Hess02 BLMQ05 GG09 vBNN-IBS

know 1 int 1 group elem.
1 int

1 group elem.
1 int

1 group elem.

compute 1 H
1 GE

1 H
1 GE
1 IA

1 mod
1 modInv

1 H
1 GE
1 IA
1 IM
1 RI
1 mod

1 H
1 GE
1 IA
1 IM
1 RI
1 mod

send 1 group elem. 1 group elem. 1 group elem.
1 int

1 group elem.
1 int
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B.2. Extract

Table B.4.: Extract phase at root or level k − 1 for a level k instance

Paper GS02 ALYW06
(with ` levels)

root TTP (k = 0)

know 1 identity tupel
k + 1 group el.
1 int

2 group elem.
1 int

compute 2 GE
1 GO
1 H

2 GE
1 GI
1 GO
1 IA
1 ID
1 RI
1 modInv
1 H

send t group elem. 1 group elem.
1 int

level k − 1 TTP

know

(= Extract)

1 group
1 prime field
1 ID tuple
l − t+ 2 group
elem.

compute 2`+ 2 GE
` GI
2`+ 2 GO
` H
1 RI

send `− t+ 1 group
elem.
1 int
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B. Quantifying overview of process details of all schemes in comparative tables

B.3. Re-key

Table B.5.: Rekeying for n ∈ N group members

Paper Hess02 BLMQ05 GG09 vBNN-IBS

know 1 group elem. 1 group elem. 1 group elem. 1 group elem.

compute 1 RI
n+ 1 GE
n H

1 RI
n+ 1 GE
n H
n IA
n modInv

n+ 1 RI
n+ 1 GE
n H
n IA
n IM
n mod

n+ 1 RI
n+ 1 GE
n H
n IA
n IM
n mod

send n packets of:
2 group elem.

n packets of:
2 group elem.

n packets of:
2 group elem.
1 int

n packets of:
2 group elem.
1 int
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B.3. Re-key

Table B.6.: Rekeying at level k − 1 for b k-level instances

Paper GS02 ALYW06
(with ` levels)

compute 1 RI
b+1 GE
bH

unless k = 0:
b GO

once at root:
` GE
1 RI

b times at root:
2 GE
1 GI
1 GO
1 IA
1 ID
1 modInv
1 H

lower level:
2`+ 2 GE
2`+ 2 GO
` GI
` H
1 RI

send b packets of:
if k − 1 = 0 :
1 group elem.

if k > 0 :
2 group elem.

b packets of:
to level 2:
`+ 1 group el.
1 int

to level k > 2
2`− k + 1 group el.
1 int
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B. Quantifying overview of process details of all schemes in comparative tables

B.4. Sign

Table B.7.: Signing phase in the centralized IBS schemes

Paper Hess02 BLMQ05 GG09 vBNN-IBS

know 2 group elem. 2 group elem. 1 group elem.
1 int
1 ID

2 group elem.
1 int
1 ID

compute 1 RI
1 H
3 GE
1 GO
1 RG
1 P

1 RI
1 H
2 GE

1 IA

1 RI
1 H
1 GE

1 IA
1 IM
1 mod

1 RI
1 H
1 GE

1 IA
1 IM
1 mod

send 1 group elem.
1 int

1 group elem.
1 int

2 group elem.
1 int

1 group elem.
2 int
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B.4. Sign

Table B.8.: Signing phase at level k for hierarchical IBS schemes

Paper GS02 ALYW06
(with ` levels)

know 2 group elem. 2 + l + k group
elem.
1 int

compute 1 H
1 GO
1 GE

2k + 4 GE
2k + 4 GO
k + 1 GI
k + 2 H
1 RI

send k + 1 group elem. 2 group elem.
1 int
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B. Quantifying overview of process details of all schemes in comparative tables

B.5. Verify

Table B.9.: Verification Phase in the centralized IBS schemes

Paper Hess02 BLMQ05 GG09 vBNN-IBS

know 1 group
1 prime field
2 hash fct
1 pairing
3 group elem.
1 int

1 group
1 prime field
2 hash fct
1 pairing
4 group elem.
1 int

1 group

2 hash fct
1 int
4 group elem.

1 group
1 prime field
2 hash fct

3 group elem.
1 int

compute 2 P
1 GE
1 GO
1 GI
2 H

1 P
2 GE
2 GO

2 H
1 IA

3 GE
2 GO

2 H

3 GE
2 GO
1 GI
2 H
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B.5. Verify

Table B.10.: Verification Phase in hierarchical IBS schemes of k-level signatures

Paper GS02 ALYW06
(with ` levels)

know k + 2 group elem. 3 + 2k group
elem.

compute k H
k + 3 P (partly
reusable)
k GO

4 P
2k + 1 GE
2k + 1 GO
k + 1 GI
k + 2 H

—————————————————————
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