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Abstract Accounting of Grid resource and service usageKeywords Grid Computing- Accounting- Dynamic

determines the central support activity for Grid systems td/irtual Organization Activity-based costing

be adopted as a means for service-oriented computing in Dy-

namic Virtual Organizations (DVO). An all-embracing study

of existing Grid accounting systems has revealed that these

approaches focus primarily on technical precision, whilel Introduction

they lack a foundation of appropriate economic account-

ing principles and the support for multi-provider scensrio Grid service accounting constitutes a central functioonpt s

or virtualization concepts. Consequently, a new, flexitde, port activity in both, research-oriented and business Grid

source-based accounting model for DVOs was developedystems, as it facilitates the creation of service and resou

combining technical and economic accounting by means afisage records. Accounting relies on successful user authen

Activity-based Costing (ABC). tication and authorization. Once access to a resource or re-
Driven by a functional evaluation, this paper pursues apectively a service is granted, resource usage has to be

full-fledged evaluation of the new, generically applicableaccounted reliably. This results from the fact that account

Grid accounting model. This is done for the specific envi-ing data becomes retrievable for auditing purposes or—in a

ronment of the Leibniz Supercomputing Centre (LRZ) infully competitive environment—it is finally transferred int

Garching, Germany. Thus, a detailed evaluation methodsharging records which in turn will be equipped by mon-

ology and evaluation environment is outlined, leading toetary values so that a bill to the service consumer can be

actual model-based cost calculations for a defined set agsued. These steps are reflected by AAA (Authentication,

considered Grid services. The results gained are analyzeklthorization, Accounting) [19][27] and its extended view

and respective conclusions on model applicability, optami  A4C (AAA plus Auditing and Charging) [10][20].

tions, and further extensions are drawn. Accounting for Grid systems represents an important re-

search focus, since it constitutes on the one hand the key

mechanism for commercial electronic services to be offered
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In the same way as Grid service accounting is of key
importance to outlined reasons like successful commercia
ization and cost management, the respective steps of Gr
service accounting have to build on a solid theoretical ba
sis being represented by the appropriate underlying Grid ag
counting model. This Grid accounting model is required to
satisfy multiple demands. These comprise technical reguir
ments such as precision and scalability in obtaining adeoun
ing records, and, equally important, economic requiresient
such as a sound support of established cost accounting met
ods from the accounting across organizational boundaries i
DVOs.
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There are many accounting approaches for Grid sys-ig. 1 Paper Structure (Sections in Brackets)

tems available, which lack a sound economic accounting
basis as they are highly specific to the considered applica-
tion case so that they are not generically applicable [1&]. T  Later sections address this work’s core focus determined
overcome these shortcomings, a resource-driven and actigs the application and evaluation of the generic Grid ac-
ity-based accounting model for DVOs—as implemented bycounting model to the LRZ environment. This builds on
Grid systems—was developed [15][17]. The generic modeh detailed description of the used application and evalua-
which is described in greater detail in Section 2.3 is usedion methodology in Section 3, covering an in-depth inves-
to calculate costs incurred for a given Grid service in thdigation of the considered LRZ Grid infrastructure and the
context of a DVO. The developed model has proven to be gespective multi-domain Grid accounting scenario (Sectio
highly promising approach from a functional point of view 3.1), an all-embracing description on necessary steps-to ap
[15]. ply the Grid accounting model to the determined scenario
and LRZ infrastructure (Section 3.2), and a definition of
objectives and requirements for model application assess-

ent. According to those outlined application and evalua-
fion methods, model calculations and the according results
are presented in Section 4 and discussed in Section 5. Driven
by the gained insights, the work is summarized and the re-
%pectlve conclusions are drawn in Section 6, including pro-
posed adaptations of the Grid accounting model.

Based on the existing conceptual evaluation of our pre-
sented approach in [15], a full-fledged assessment of thi
model in existing Grid environments needs to be undertaken
This evaluation constitutes the main focus of this work. It
is done by applying the generic model to the Grid infras-
tructure operated by the LRZ, the Leibniz Supercomputin
Centre in Garching near Munich, Germany [25]. The evalu
ation’s main goal consists in applying the conceptually-eva
uated Grid accounting model to an existing operational Grid
infrastructure in order to reveal the key set of practical as
pects relevant for model application and to determine model
improvements and extensions. In particular, the modelis a$ Related Work
sessed by means of three dimensions. In consideration of the
model’'s overall aim to calculate costs of a Grid service, th
evaluation addresses achieved model functionality, alvsl
and used means of model parametrization, and serviceabilit
regarding the respective LRZ application context.

9 this section, related work addressing the research domai
of Grid accounting is presented and relevant concepts are
discussed. Herefore, Section 2.1 contains an overview of
existing Grid accounting approaches which are evaluated
Accordingly, the remainder of this paper is structuredagainst a list of 23 identified criteria, which have been de-
as outlined in Figure 1. Section 2 provides an overview ofived on comprehensive requirements analysis as well as
related work for accounting in DVOs. Driven by the analy- various accounting-specific use cases. Moreover, as a sound
sis of existing Grid accounting approaches (Section 2.d) antheoretical basis for successful model application antleva
the derived requirements on Grid accounting (mentioned exation, terminology in use and those key mechanisms for Grid
plicitly in Section 2.3), this includes in particular a peesa-  service accounting in DVOs need to be outlined. This cov-
tion of the respective key characteristics of previouseayi  ers in particular the inspection of core achievements from
ments, namely the developed DVO service model (Sectioprevious work, namely those developed core models—DVO
2.2), a comprehensive Grid resource classification (Sectioservice (Section 2.2) and Grid accounting model (Section
2.4), and the developed Grid accounting model for DVO2.3)—as well as an all-embracing classification of Grid re-
(Section 2.3). sources and possible accountable units (Section 2.4).



2.1 Overview and Evaluation of Existing Accounting units are supported. Dynamic Grid environments with a high
Systems level of heterogeneity regarding services and resourges, o
erating systems, and Grid middleware solutions are in most
Based on a comprehensive survey on Grid accountingases not taken into consideration.
approaches in [11] and [15], the following provides an Beside the examined Grid accounting systems and tools,
overview of existing accounting systems and tools from Eu{18] presents a high-level description of an infrastruetur
ropean as well as international Grid projects and finallycomprising accounting, banking as well as electronic pay-
presents an evaluation of fundamental characteristics agent services that are used for service-oriented Grid com-
shown in Table 1. In the survey, the following accountingputing systems. This mainly theoretical approach onlyiinco
systems were analyzed: porates an accounting of elementary Grid services and phys-
ically existing Grid resources. Compound virtual Grid ser-
vices and resources in multi-provider domains of dynamic
Virtual Organizations are not taken into consideration: Ad
ditionally, the proposed architecture mainly focuses on pa

— Accounting processor for Event Logs (APEL) [7]
— Distributed Grid Accounting System (DGAS) [2]
— Grid Accounting Services Architecture (GASA)/Grid-

Bank [4] , ) .
— Grid Based Application Service Provision (GRASP) ment issues and does not consider any aspects addressing
[16] the determination of costs incurred for a provided Grid ser-

vice by combining technical and economic accounting, thus
lacking an adequate economic basis.

In general, the study of existing approaches revealed that
currently deployed Grid accounting systems mainly focus
on technical precision and project-specific issues whigg th
are not based on adequate economic cost accounting princi-

In consideration of technical aspects, Table 1 depictples suitable for the accounting across organizationahtbou
that, by focusing only on the accounting of physically ex-aries and DVOs. In addition, present accounting systems
isting Grid resources, none of the examined approaches adnd tools usually have been developed for specific applica-
dresses a concept for service and resource virtualizatiofion areas comprising homogeneous hardware platforms and
Additionally, existing systems do not provide mechanismsuniform technical infrastructures thus being not gendlsica
for the accounting of composed virtual services and virtuahpplicable on highly dynamic Grid environments [8][11].
resources as they are usually offered within multi-provide Moreover, in many cases, the focus of existing accounting
Grid environments. These are both key requirements for segpproaches is mainly on technical optimization critetke li
vice provisioning and the according accounting in DVOs.measurement procedures and metering points with regard
Additionally, to some extent, only static environmentstwit to the acquisition of accounting relevant data. Despite the
Grid resources of homogeneous nature and few accountirfgct that existing systems as for example SGAS, DGAS and
GASA consider economic aspectsg, payment schemes
and bank services, business aspects of accounting regard-
ing methods of cost calculation and cost accounting are not
taken into account by any approach.

— Grid Service Accounting Extensions (GSAX) [5]

— Multi-organisation Grid Accounting System (MOGAS)
[26]

— Nimrod/G [6][3]

— SweGrid Accounting System (SGAS) [29]

Table 1 Evaluation of Existing Systems (+ “Yes”, (+) “In parts”, —
“No”, n.s “Not Specified”) [15]

cricena pocouning System Since the above identified missing characteristics of ex-
APEL DGAS GASA GRASP GSAX MOGAS Nimrod/G SGAS ) . . i

isting Grid accounting approaches are of key relevance to a
Interoperability and portability ) ) Q) n.s. +) +) + + . . . . .
Scalabilty o P technically and economically sound multi-domain Grid ac-
niegration U * *  counting, the need to develop an appropriate Grid account-
Imer-organlzatlonal accoun!mg + + + n.s. + n.s. n.s. + . ) 3
Flexibilty and extensibilty + ns. o+ s+ @ @ + ing model for DVOs became apparent. This led to major
Support of existing standards - - ) +) ) ns. ns. + . . . - -
Support of muli-provider sconarios o T T T ~_ achievements in the suitable DVO service (cf. Section 2.2)
Visualization of accounting data * - - ons s ns. - and Grid accounting models (cf. Section 2.3) on one hand
User transparency n.s. n.s. n.s. n.s. n.s. ()] n.s. ) . . . . .
Accounting of heterogeneous resources (4 ¢+ () ns. () s - and in a classification of different Grid resource types @n th

Accounting of virtual resources -
Accounting of virtual services -
Virtualization concept -
Support of high dynamics + +) ) ns. ns. ) +
Security n.s. + + n.s. + + n.s.

- -~ other hand (cf. Section 2.4). These results of previous work

- - - constitute a solid theoretical basis for the Grid accountin
. model’'s application and evaluation.

Standardized, generic interfaces - - - n.s. ) n.s. + *+)

Support of various accountable units/metrics ~ + + + n.s. + . ns ns. -

Precision and abundance + + + + + + ns. + .

Support of different accounting policies + + n.s. ns. + - .ns (+) 22 DVO SerV|Ce MOdeI
Reliability and fault tolerance ns. n.s. +) n.s. n.s. ns. ns. +

Administration and management ns. (¥ n.s. ns. n.s. ns. s.n o+

Verification ns. + + ns  ns  ns + + In previous work [15], a comprehensive service model for
Open source S S * * DVOs was developed taking into account the concept of




resource and service virtualization within multi-provide multi-provider Grid environments, thus, going a step farth
Grid environments. This service model which reflects thehan existing approaches.
provider’s perspective is structured into two separatersy The presented accounting model which focuses on eco-
i.e., a Virtual Organization (VO) layer and a layer of under-nomic and technical aspects was derived in accordance
lying real organizations (RO) providing an adequate basisvith a set of determined generic, DVO-specific require-
with respect to appropriate structure descriptions and posnents. Concrete examples are (i) compliance with the ser-
sible compositions of virtual services and virtual resesrc vice model for DVOSs, (i) providing capabilities for bridu
provisioned within the context of DVOs. the concepts of cost accounting and technical accounting,
Figure 2 illustrates a formal representation of this ser{iii) support of various accountable units adequately otfle
vice model comprising all relevant entities as for instanceéng resource consumption and service usage, as well as (iv)
VOs and ROs along with their elemenis,, real services a high degree of flexibility, applicability, and extensityil
(S) and real resources (R) as well as virtual services (VS)pr the use within highly dynamic Grid environments.
and virtual resources (VR). Moreover, the UML notation ~ The proposed accounting model relies on two account-
of the service model reflects possible types of interaction#lg concepts that are well-known in the domain of (eco-
between involved elements as for example utilization, comnomic) cost accounting: These are the Traditional Cost Ac-
position as well as a mapping between VO and RO layerszounting System (TCAS) and ABC [21][22]. TCAS re-
A detailed overview of the service model along with a de-lates to established, standard methods in economic cost
scription of its elements and fundamental characteristiss accounting—also referred to as managerial or internal ac-
well as a presentation of concrete examples regarding reounting. Hence, details on principles of TCAS can be found
source and service provisioning within DVOs can be foundn text books on cost accounting, such as [23]. ABC is
in [11][15]. a widely accepted costing system that is particularly well
suited for the accounting of electronic services [13]. Im ou
Grid accounting model, TCAS and ABC are interconnected
by means of so called service constituent parts, namely
cessing Storage Transferring and Output representing a
. ] ) _consistent set of building blocks every provisioned Grid se
Based on the service model for DVOs introduced in SectioRjice can be composed of. Figure 3 illustrates the fundamen-
2.2 and driven by the analysis of existing Grid accounting) igea of bridging the gap between TCAS and ABC by

approachescf. Section 2.1), a generic accounting modelneans of the identified service constituent parts along with
was proposed [15][17] that allows for the accounting ofiair central role in the accounting process.
complex, composed virtual services and virtual resounces i

2.3 Grid Accounting Model for DVOs

In addition, these four service constituent parts reprtesen
the basic hardware functionality within the context of Grid
includes Computing, out of which any electronic service is assem-

< provides resource(s) / service(s) bled by some specific amount. The service constituent parts

) ' fo.- themselves are adapted to the specific resource they reflect.
0. Virtua_lm(:-m ani i This is required, since typically different costs incur,emh
(e ors a job is run on different hardware or with specified service
D> uuizes > unzes guarantees. Thus, in addition to interconnecting TCAS and
?j{;lual L . vmu:.; esoll:m ABC, these service constituent parts also interconnect eco

oo Dutiizes o 0.1 nomic and technical accounting. Technical accounting-is de
fined as the "collection of resource consumption data for the
purposes of capacity and trend analysis, cost allocation, a
diting, and billing. Accounting management requires tleat r
source consumption be measured, rated, assigned, and com-

] municated between appropriate parties” [1]. Accordingly,
1°i’zeal Sevice] | [Suiges  .|Resl Resource the use of service constituent parts as a concept in order
-elements to configure activities for ABC links to the respective set
o o of accountable units as needed for metering and accounting
record preparation.

[> utilizes

paddew s <] o
=O, paddew s!<] :?

e
x

Real Organization
o -members N

includes ncludes — Processingcalculates costs for computation and data
lements from potentially . processing by using computational resources.

ciferent KOs [¥0s — Storage considers incurred costs for data storage and
Fig. 2 Formal Representation of the Service Model [11] archiving by means of storage resources.
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Fig. 3 Accountable Units Overview [15]

to VO;. Similarly, on level of RQ, an external service is
sourced from a third party, followed by R® main pro-
cess along with other cost elements that are not specified
in greater detail at this stage. Within the administratiee d
main of RQ, several steps that aggregate information are
taken, leading in a top-down approach to a fine-granular pro-
cess cost analysis, until, on the lowest level, the resgecti
service constituent part assignment per real IT resource is
conducted.

2.4 Grid Resource Classification

By means of those presented generic and extendable ser-
vice constituent parts, our Grid accounting model provides
the basis for a highly flexible, resource-based accounting i
DVOs. In order to apply the model to a complex and hetero-

— Transferring reflects costs for transferring data within geneous environment such as the LRZ, however, an in-depth
or between ROs or VOs respectively by use of networkinderstanding of those resources of use in Grid systems is

components.

— Output calculates costs for generated outpetg,

needed. Within the context of commercial and research-ori-
ented Grid environment®.g, the D-Grid, a German-wide

printed documents, graphical representation of simulaGrid infrastructure for establishing methods of e-Scieince

tion results etc.

the German scientific community [9], a variety of different
types of Grid resources having a high degree of heterogene-

Moreover, in order to be able to allocate also other costyy can pe identified. The basic requirement of the account-
for service provisioning which are not chargeable t0 any, system of supporting an accounting of various types of
of the above mentioned service constituent parts, a furthggg) a5 well as virtual Grid resources, which determine the
generic service constituent padther has been specified. agis for electronic service provisioning, implies thealev

Concrete examples for this service constituent part are OBpment of a taxonomy of Grid resources and possible sub

ganization-specific cost elements sucheag, administra-

types of resources.

tive cost that accrue due to service provisioning, but which
cannot be mapped to a particular resource. Finally, the con-

stituent partExternalis used to take costs into considera-
tion that are associated with the usage of a service or a re-
source provisioned by an external provider as for example
another VO. A detailed description of the identified service
constituent parts along with concrete examples with reaspec RealService RO
to applicable metrics, relevant cost drivers, and assediat

costs can be found in [15].

These identified service constituent parts are resource-
specific and mapped to activities. This means that the final
IT product,e.qg, in form of a composed virtual service con-

Virtual Service VO1

o J§_en Jeow

Real Service RO2

Main-Process

Main-Process

Main-Process

sists of a number of sub processes whereas sub procesy onervoy

are composed by activities, and activities are finally com-

posed by service constituent parts serving as buildingksloc %} s T o

in the cost analysis process. In the example given in Fig- Service Constituent Part Pool from RO1, RO2 on their real IT resources
ure 4, VQ offers a virtual service that is composed of two T T T T

external services provided by R@nd RQ. In addition to | Traditional Cost Accounting System |

the costs incurred by sourcing those external services; add B Somdsenie Service Consiitent Service Consiuent
tional costs as for instance for administrative activites Fom Ot oo . % oo ot 5 e o
included on the VO level. Focusing on the first external ser- e coste Part Storage Part Output
vice provided by R@, the example reflects the cost-relevant

activities which are needed in order to provide this servicérig. 4 ABC Accounting Model for DVOs



Sroselor osstio Examples Rasllie the used methodology for application and evaluation of the
groups accounting units X . R
- Vecor cmputer presented Grid accounting model needs to be outlined. Sec-
— . ie‘_“g;‘f{;f”sgéée&uscerettc» R tion 3..1 determines an ITRZ—specific scgnario f(_Jr Grid ac-
(e:0., SGT Altx 4700 ate) | 5 GPuhours counting model application and evaluation. This involves
¢ ete . umber o s . . . . .
i TR Nk e detailed considerations of LRZ infrastructure and Grid ser
systems o ewe. T apurersystems vices as well as an overview of financial, cost-related input
Farduare cements  horovare s ) o data. While Section 3.2 outlines those functional steps re-
s L ad quired for Grid accounting model application, the set of rel
primary sorage - ?hhm{”g)yp‘ harddisk o E"’*’mi”fgmg; evant evaluation objectives and requirements is detednine
cormente T Ty— . et in Section 3.3.
Masssioge . Tapesystems D Ui deregetme
. etc. . etc.
«  mysQL . ..
Relatioral .+ Orade . Number of accesses 3.1 LRZ Scenario Definition
s etc. «  Utilization time
Databases . exist . ‘\:‘a:)ure:" Zf I(e;:]tracted . .
dabees o e c e The heterogeneous supercomputing infrastructure of the
o LRZ constitutes a complex application environment for the
e R . PR Grid accounting model at hand. Section 3.1.1 introduces the
etc. . . . .
(e.9., LANs, WLAN, WANS) LRZ Grid infrastructure components. This is followed by
Softwars TS v Conmar censes presenting an elaborate accounting scenario in Sectio?. 3.1
i D Soetined software D Ablessto tbraries The LRZ Grid infrastructure and the scenario provide the
. etc. . etc. . . . . .
~ Geuang seten e, v basic frame for subsequent model application—in particular
Resources for . - Specilized hardware (€9, | Utiation tme with respect to cost calculations—and evaluation tasks.
data aquisition . 2':,?;?; microscopes, etc.) ,  gtc,
. etc.
« Information systems bue to different 3.1.1 LRZ Grid Infrastructure
Further e Visualization components characteristics of
pesources! D QoS parameners (60, e e e
foenuree opes . Drories tc) accounting units As a service provider for scientific high performance com-
o p gnp

J)uting, the LRZ operates computation systems for use by
educational institutions in Munich, Bavaria as well as on
a nationwide level. Beyond operation of system hardware,
Therefore, a classification of different Grid resourceservices offered at the LRZ also comprise backup/archive,
types is presented. This classification provides an approprGrid Computing as well as training courses on usage of HPC
ate basis for the identification of accounting units and met{High Performance Computing) systems, parallel program-
rics adequately reflecting resource consumption and serviening and optimization [24].
usage. Basically, the following set of Grid resources can be The LRZ infrastructure encompasses several computing
identified: facilities. These consisg.g, of the new National Super-
computer “Hichstleistungsrechner in Bayern 11" (HLRB II)
based on SGI’s Altix 4700 platform which is optimized for
high application performance and high memory bandwidth.
Within the second phase of installation, the HLRB Il has
currently a total number of 9728 CPU cores based on In-
tel Itanium2 Montecito Dual Core processors with an over-
all peak performance of 62.3 TFlop/s and 39 TByte of sys-
In Figure 5 a detailed classification of Grid resourced®m memory as well as 600 TByte of direct attached disks.
and possible sub groups along with a list of appropriate accurrent projects performed on the HLRB i reside in the
counting units per resource type is outlined, thus progidin doma_ln of applied math(_ematlcs,_ astrophysms, biosciences
useful basis for the specification of accounting units fer th Chemistry, and computational fluid dynamics etc. [24].

identified service constituent parts as described in Sectio  Moreover, the LRZ consists of several Linux-based clus-
23 ter systems of varying size, performance, interconnedt, an

architecture (32 and 64 bit Intel processors) comprising

close to 700 CPU cores in total. In 2008, the LRZ Linux
3 Application and Evaluation Methodology clusters are extended to more than 3'500 CPU cores. The

LRZ Linux clusters offer shared and distributed memory,
In accordance with service and accounting model charactevarying available memory sizes, parallelization based on
istics, and in consideration of the described Grid res@jrce message passing (MPI), and shared memory parallelization.

Fig. 5 Classification of Grid Resources and Possible Accounting Unit

— Computational elements

— Storage resources

— Network components

— Databases/information repositories

— Software components and licenses

— Specialized hardware and scientific devices



opment and testing of HPC applications as well as capacity
computing.

The computing facilities offered at the LRZ—in partic- | VO
ular the Linux clusters—are characterized by a high degreq
of heterogeneity with respect to underlying hardware plat-
forms, numbers of processors, sizes of shared memory, arn
batch systems. In addition, three different kinds of Gridmi
dleware solutions (Globus Toolkit [14], UNICORE [30] and
gLite [12]) are currently in productive use resulting in d-he
erogeneous Grid infrastructure.

The main focus of the Linux cluster systems is the devel- @

v
VS,
(virtual
simulation)

VO,

3.1.2 Multi-domain Grid Accounting Scenario

In the following, a fictitious scenario addressing the m#i
tion and the accounting of a complex virtual service is pre- @ o @ - ‘6
sented in detail. This scenario can be seen as a concrete i
stantiation of the service model introduced in SectionR.2. | Ya | e geairessource|  heal | Encapsuiation | - Piovi9ed s ]
serves as a basis for the evaluation of the proposed account- o . )
ing model. Moreover, the example scenario is enhanced with!9- 8 Fictitious Accounting Scenario
concrete values and parameter settings reflecting the usage
of a compound virtual service consisting of several under-
lying services and resources which can be seen as buildirfféx calculations are performed. Moreover, M8akes use
blocks the virtual service is composed of. Based on existin§f @ Virtual storage service (\¢pbeing composed of two
real-world accounting data reflecting service usage and réinderlying real storage services,(&d $) offered within
source consumption within the layer of the underlying reafh® LRZ. VS is used for the archival storage of acquired
organizationsi.e., the Grid infrastructure at the LRZ, an ab- Simulation results. The real data servicgsad $ which
straction with regard to the virtual resources and virteal s are responsible for the resource management coordination
vices provisioned within the layer of the Virtual Organiza- @S Well as the transparent storage of the data are provided
tions is being performed. upon physically existing storage resourcesdd R. Fi-
This multi-domain scenario as depicted in Figure 6 comNally, the virtual simulation service comprisgs a visugliz
prises two VOs (V@ and VQy) and two underlying ROs tion service (VQ) offered by an extgrnal p'rowder (\pin .
consisting of the LRZ which is part of VOas well as a order to graphically illustrate the S|mulat_|on results ghi
fictitious Grid service provider being part of \(@hus span- are forwarded from the computation servicexV'S
ning multiple administrative domains. For reasons of sim-  Within the considered scenario, 19 percent (=512 pro-
plification, the presented scenario only contains a 1:1 magpeessors) of the supercomputer HLRB ll{jRare available
ping between involved VOs and the underlying ROs,  for the execution of the user job. In addition, negotiated
one VO consists of exactly one RO. In real-world Grid envi-Quality-of-Service (QoS) parameters with respecte,
ronments, the normal case is that several ROs jointly particexecution time of a user job have to be met. Therefore, be-
ipate in one or multiple VOs, respectively. sides the HLRB Il also a part of the 64-Bit cluster IA 64
Within the considered example scenario, V@ffers a  (Ry) of the LRZ infrastructure comprising a total of 220 pro-
virtual simulation service (V§ performing large, three-di- cessors as well as 25 percent (=32 processors) of the Linux
mensional simulations of turbulent flows and reactive flowsCluster based on the SGI Altix 3700 Bx2 {Rare used as
in complex geometries. Accordingly, Y8omprises several part of the virtual computation resource Y.Rn order to per-
data- and computation-intensive tasks. In the scenar®, thform the necessary calculations of the simulation serviee t
simulation service V§provisioned by V@ consists of sev- 512 processors of the supercomputer HLRB 1l are used for
eral (sub) elements.e., real as well as virtual services and 2.5 hours with a memory utilization of 2 GByte per proces-
resources which are offered by different organizationsgVO sor whereas the physically existing resourgeifutilized
and ROs) jointly contributing the offered functionalitytbe  for 4 hours along with a utilization of 1 GByte per processor
virtual service V3. of primary storage. Finally, 25 percent of the SGI Altix 3700
The virtual simulation service ViScomprises a virtual cluster is utilized for a time period of 6 hours together with
computation service (VA which is provided upon a com- atemporary consumption of main memory of 1.5 GByte per
pound virtual computation resource (YRon which com-  processor.




Simulation results with an overall size of 7 TByte are Table 2 Considered Resource Attribution Keys
archived on storage resources at the LRZ by use of the two
real data services;&nd $. In this context, frequently used
simulation results with a total size of 2 TByte are stored for Floor space consumed by a resource, including space
5 days on the network-attached disks of the HLRB U)YR required for maintenance .

Annual resource power consumption kWl/year
form of network attached storage (NAS) for short-te_rm ac- Annual resource uptime hiyear
cess, whereas 5 TByte of infrequently used simulation data

are archived for 360 days by means of a storage area net-

Attribution Key Unit

work (SAN) (Rs). agement. Activities without product relation typically em
Further functionality of the virtual simulation service prace facility management and administrative tasks (6).
VS, offered to the customer includes graphical representa- The accounting model takes annual costs of various
tion of simulation results by means of a visualization Seltypes as input. These cost elements constitute typical val-
vice. Due to the fact that the user has specific requiremen{$.g of TCAS. In the area of production-oriented activities,
regarding simulation data visualization, a customized-vis 5t values are needed in terms of annual costs with infras-
alization service (Vg) provisioned by an external provider y,cyre performance (A). This is due to the fact that IT pro-
(VOo) is used in order to visualize the simulation results byq,,ction in this context means the provisioning and composi-
using the real servicess®nd S which are each based on {jon of electronic services, such as a storage service.eThes
specialized visualization hardware or softwarg €Rd R)  geryices, out of which the final IT product is composed, are
offered at an external Grid service provider. In order te PeT provided on infrastructure, that is, on IT resources. A give
form a rendering of three-dimensional turbulent flow graph-ynnyal cost element with infrastructure performance is ei-
ics, the visualization service \iSs utilized for the time pe-  her attributed directly to the specific resource it reldtes
riod of 2 hours. The accordingly resulting total costs are no(y or_in case these costs are not directly attributable & on
directly obtainable by V@ since VQ does not have ac- qf ihe existing IT resources—that cost element needs to be
cess to detailed accounting and charging records 0f.VO gyrihuted indirectly by means of an allocation base, wigch
Instead, aggregated and consolidated pricing informasion 1,44 to an additional cost-relevant characteristic (Tiye-
forwarded to VQ in form of a bill. sources, thus, reflect a concept from TCAS, namely the idea
of a cost center. These cost centers embrace LRZ-internal
computing and storage resources (C) as described in full de-
3.2 Accounting Model Application Methodology tail in Section 3.1.1.
In order to allocate indirect costs to resources, attribu-
Applying an extensive and flexible accounting model to &g, keys need to be in place as an allocation base. Ta-
complex environment requires an elaborate methodology tge 2 Jists those three attribution keys considered, namely
be in place. Figure 7 provides an overview of the choseg,,, space, power consumption, and uptime. The Grid ac-
model application methodology. It is structured into tWo ¢qnting model is by no means limited to this specific set
main, chronologically separated building blocks, namelyqt attribution keys. This selection reflects informatiomiiy
ABC taking input values from TCAS (0) and IT product cost gpje 4t the LRZ, cost-wise relevant to the specific LRZ re-
calculation (1). IT product cost calculation relies on #10S gqrces. The initial investment @, not differentiating bet-
activity costs determined by ABC. Section 3.2.1 and SeCyyeen state and LRZ financing share) and annual operation
tion 3.2.2 explain procedures required for (0), while SBCti g5 (inefyear) for air conditioning infrastructure, emer-
3.2.3 details (1). gency system, network infrastructure, and buildings con-
stitute those LRZ cost elements with infrastructure perfor
3.2.1 Annual Cost Input from TCAS mance that are not directly attributable to one of the censid
ered computing or storage resources. As internal and exter-
ABC seeks to identify costs per activity. In the applied meth nal network traffic specific to Grid services is currently not
odology, activities are grouped by the criterion whetheyth separable from other traffic at the LRZ, all network-related
can be related to an IT product (2) or they lack a prod<costs need to be handled as indirect costs, even though,
uct relation (3). Activities with product relation are foer  in principle, these costs would qualify to be directly at-
grouped in production activities (4) and activities thapsu tributable to network resources and, in a second step, to the
port production (5). The first category covers activities asaccordingTransferringservice constituent parts.
determined by resource-specific instantiations of theintr Table 3 lists directly attributable costs with infrastruc-
duced service constituent parts, namBpcessing Stor-  ture performance. These consider the annual cost elements
age Transferring Output External and Other. The latter available from LRZ’'s TCAS. Annual investment shares are
includes activities such as IT service and infrastructus@m not directly available, but calculated as the division of an
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Fig. 7 Accounting Model Application Methodology Overview

Table 3 Directly Attributable Annual Costs with Infrastructure Raf After direct (I) or indirect (Il) attribution of annual cast
mance with infrastructure performance (A), total annual costs pe
Cost Element Unit considered IT resource—each representing a cost center—

are revealed (C). Total annual costs per resource are defined

Annual investment share (reflects annual depreci&l/year . L.
( P y as the sum of all direct annual cost elements and all indirect

tion depending on initial resource investment and re-

source life time) annual cost elements. The latter is attributed accorditigeto
Annual electricity consumption (depending on the€/year respective annual cost share for air conditioning, emexgen
kWh price for electricity; excluding air conditioning) system, network infrastructure, and building costs. Fer in
Annual electricity consumption for air conditioning €/year h | ai ditioni h for th
(depending on the kWh price for air conditioning) stance, the annual air con itioning posts are for the @p.ter
Annual resource rental fee (applicable if resource i€/year cluster resourcecf. Section 3.1.1) is calculated by adding
rented) annual air conditioning operation costs to the annual air co
Annual software rental fee (total amount of softwareE/year ditioning depreciation sharé€., the division of the original
rental fees attributable to a resource) . L ditionina inf by its [if

Annual external labor coste g, for on-site service) €/year 'nveStme_nt 'n ar C_0n itioning in ra_structure y its lifene),
Annual material costs €lyear and multiplying this sum by the ratio of the Opteron cluster’

nominal power consumption to the total nominal power con-
sumption of all considered resources.

In contrast to annual costs with infrastructure perfor-
IT resource’s initial investment by its life time. Similgyl mance (A), annual costs with labor performance (B) do not
costs for annual electricity are calculated with the help ofrequire an intermediate attribution step to cost ceniegs,
additional parameters. They result from multiplying an ITresources, since labor performance costs are directlieckla
resource’s annual uptime by its applicable kwh price ando activities (D). Annual costs with labor performance (B)
nominal power consumption. and production support (5) embrace human labor activities
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which are grouped after process activities of the IT Infra-Table 4 Activities and Service Constituent Parts
structure Library (ITIL) [28] version 2. These best praetic Activity Service Constituent Part
determine the de-facto standard in service management. The

respective books on infrastructure and service managsmentg'zuéﬁ I T;rcc’)ccissss'irr‘]%

are of particular importance for this work as they are con- |5 g4 Processing
cerned with production support activities. Due to the fact opteron Processing
that the LRZ cannot provide any information on employee Altix _ Processing

work assignments for legal reasons, an estimation of which E:g‘“p' archive, SAN Stsc::’;gage

ITIL activity is more costly than another is not feasible at g .ster Output (external)
this time. Therefore, it is assumed initially that all ITlc-a  Rv cluster Output (external)
tivities need to cover an equal cost share. These relativelT infrastructure design and planning  Other

cost shares (20% for each ITIL activity, since 5 ITIL ac- 'T infrastructure deployment Other

. . . IT infrastructure operations Other

tivity types are considered) are used as keys to attribute t i frastructure technical support Other

(1) annual costs with labor performance (B) and produc- Facility management Other

tion support (5) to the respective ABC activities (D). Anhua Administrative overhead Other

costs are available at the LRZ for two labor categoriesrinte

nal operations and internal support. For both categoties, t

number of positions at the LRZ is multiplied by the averageservice tree (F) from is available, and second the average

wage, the results added, then multiplied by the applicableosts per activity are revealed. This meang, for thePro-

percental cost share, and finally divided by the mathematieessingactivity Altix that costs for computing on that re-

cal product of annual working days and daily working hours source per CPU second are known. In general, costs per ac-

By this calculation (lll), average costs per hour are gainedivity and the accordingly applicable metric are deterrdine

for each considered ITIL activity (D). All Processingand Outputactivities use CPU seconds,
Annual costs with labor performance (B) without prod- g|| Storageactivities use resource reservation events, and

uct relation (3) include facility management and adminis-g|| Other activities use working hours as metric. &ut-

trative overhead activities. For both types, average qusts put activities are not provided internally, but are offered by

activity (D) are directly retrievable (IV)i,e., an attribution  an external provider (see Section 3.1.2 for scenario @tail

according to a key is not necessary. Consequently, the apost calculation and metric selection decisions lie witht

plied calculation method represents a simplified version opther organization’s responsibility. Calculations foeske

the method used for ITIL activities: The number of positionsactivities, hence, are not performed with the same granu-

atthe LRZ is multiplied by the average wage, and the resulfarity as it is the case for internal activities. Conseqlyent

is divided by the mathematical product of annual workingthe metric of CPU seconds is not used for actual cost calcu-

days and daily working hours. This results in average costitions, but seen as a metric to appear on a bill received by
per hour and activity (D), whereas these activities embracghat other organization.

the mentioned facility management and administrative-over

head From a business logic viewpoint, metrics are bound to
ead.

ABC's activity drivers. Activity drivers are perceived dset
event or fact that influences an activity’s intensity with re
3.2.2 Resource-specific Activity-based Costing spect to costs incurred. F&rocessingactivities, this cost
triggering event is found, for instance, in the atomic com-
Table 4 gives an overview of those 15 activities (D) result-puting activity of a CPU second used on a given resource.
ing from either dividing resource-attributed costs by anu Those chosen metrics, however, are neither fully determin-
activities (V) or attributing annual costs with labor perfo istically selected nor are they elements of a staticallyneefi
mance (B) by either cost share (Ill) or by direct attributionset of available metrics. Accordingly, those metrics chose
(IV). For each activity, the corresponding service constitt  here are on the one hand inspired by the overview on ac-
part is listed. Production activities (4) are representgé b countable units provided in Figure 5, on the other hand de-
Processing Storage or externalOutputservice constituent termined by metering capabilities available at the LRZ.
part, while production support (5) and facility/overhead a The activities determined as shown in Table 4 can ei-
tivities (6) are represented by the service constituent pather directly (VIII to XI) form elements of the service tree
Other. (F) for product cost calculation (1) or, before that, theg ca
This list of activities constitutes the key functional stepbe further refined in order to support quality adjustments
in applying the Grid accounting model as it comprises thos€E). Quality-adjusted activities are determined for atein
activities that form the basis for ABC. At this step in model nal activities, thus according to the applicable scenanio (
application (D), first the full list of activities for buildg a  Section 3.1.2), for alProcessingandStorageactivities. The
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underlying principle for quality adjustments funds on algua Storage(VSs), as well as the service constituent pa@t-
ity premium scheme. It supposes that non-adjusted aesviti put(external), reflecting the usage of the virtual service VS
(D) include a standard configuration. F8torageactivities, offered at an external Grid service provider. Additionailty
a two-dimensional standard configuration is assumed. Favrder to adequately reflect the activities being performged u
backup, this includes a resource reservation of 1 TByte cang the virtual simulation service, tasks with regard to the
pacity for the duration of 360 days, while for NAS, a capac-design and planning of the compound virtual service VS
ity of 1 GByte for the duration of 30 days is assumed. Simi-have to be taken into consideration as well, resulting ina to
larly, Processingactivities see a presumed two-dimensionaltal of 10 working hours estimated which are being mapped
standard configuration of 1’024 CPUs with 4 GByte of mainon a batch of 20 service requests. This implies that 5 percent
memory per CPU available in case of HLRB II, and of 32 of the resulting costs for these activities have to be calcu-
CPUs with 1 GByte main memory per CPU for all other lated per service invocation. Additionally, costs ocaugri
LRZ computing resources. Whenever a standard configuravith respect to facility management (0.5 hours per service
tion needs to be changed increased costs for (potentiallyquest assumed) as well as administrative overhead (1 hour
intensified resource usage are possible to be reflected bypar service request estimated) being covered by the service
cost premium (VII), which is a percental supplement to theconstituent parDther also have to be incorporated as rel-
average activity costs (D). evant activities having a direct relation to the compound
A quality premium is represented by ABC's resourcevirtual simulation service V§ Finally, expenses originat-
driver concept. Resource drivers—as opposed to activiting from activities with respect to IT service management
drivers—are events or facts that influence a resource’s ugrave to be taken into consideration as well. Due to the high
age intensity, such as a resource reservation for extendelégree of dynamics within the context of DVOs as well as
storage capacity. Multi-dimensional quality premiums arerapidly changing business processes, concerning the com-
implemented by defining a multi-dimensional unit. Btor-  pound virtual simulation service \{Sconfiguration man-
ageactivities, that is GBd (GByte day), while f@frocessing agement and change management constitute important ITIL
activities, a unit called CGB (CPU second GByte) is usedactivities which result in 15 working hours estimated each,
Both units are calculated as the mathematical product cilso being mapped on a batch of 20 service requests. These
each involved single-dimension unit. For instance, qualit subcategories of IT service management, thus, resultah tot
adjusted costs for th8torageactivity NAS are determined in 30 working hours per 20 service requests.

by dividing first the standard,e., not quality-adjusted cost : . . :
. . . s The virtual computation service \d&tself is performed
for NAS by its standard GBd configuration (368’640 GBd using the composed virtual computation resourca Vém-

as the mathematical product of 1’024 GByte and 360 days)prising the HLRB 11 (R), the IA 64 cluster (R) as well

This intermediate result is multiplied by the respectivalgu as the Altix cluster (R). Within the scenario, 512 proces-

ity pr_emium, resulting in quality-adjusted costs measimgd sors of the HLRB Il are used for 2.5 hours (=9'000 CPU

aunit O,f€/GBd' ) i i seconds) each with an average main memory utilization of
Wh|le the sgme qgallty pre”,“%‘m concept applies ,fo,r Ca"z GByte per processor, resulting in 1'024 CGB which is

culation of quality-adjusted activity costs Bforageactivi- lower than the standard configuration of 512 CPUs and 4

ggs anql oﬂjroc_es&nga(;lstlvgeso,l';fhe re;pec;uv;e usl,eg T:,u“" GByte of reserved main memory by the factor of 2. Addi-
Imensional units need to be differentiated clearly: The un tionally, in order to process the user job, the entire IA 64

of GBd is used exclusively faBtorageactivities, and CGB cluster (R) comprising a total of 220 processors is utilized

is used exclusively foProcessingactivities. for 4 hours (=14'400 CPU seconds) along with an average

memory usage of 1 GByte per CPU resulting in 220 CGB in
3.2.3 IT Product Cost Calculation total. Finally, 25 percent (=32 processors) of the Altixszlu

ter are utilized for a time period of 6 hours (=32'600 CPU
According to the scenario-specific service tree depicted iseconds) each, together with the utilization of 1.5 GByte of
Figure 6, in the following the methodology introduced in main memory per CPU (=48 CGB) which exceeds the stan-
Section 3.2 concerning product cost calculations is alteredard configuration for computing resources, thus, regltin
by means of concrete values. On the one hand used data @i-quality-adjusted costs per activity. Moreover, conaggn
rectly correlates to some extent to concrete values and p#ie virtual computation resource \YRosts regarding the IT
rameter settings acquired from the LRZ, on the other hanéhfrastructure deployment as well as the IT infrastrucape
some of the data is based on assumptions or approximatiorerations have to be taken into consideration, resultingon a
respectively. tal of 10 working hours estimated per activity and per month

On top-level, the virtual simulation service Y8ffered  which have to be mapped on a batch of 5 service requests of

within VO, is composed of virtual services being repre-the virtual computation service \dSDue to fact that negoti-
sented by the service constituent paPi®cessing(VSy), ated QoS parameters with respect to execution time have to
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be met €f. Section 3.1.2), also costs reflecting ITIL activi- ation shall reveal what costs need to be covered per service
ties in relation to Service Level Management (SLM) result-request.
ing in 1 working hour estimated per service request have to  As input data to the Grid accounting model, information
be incorporated into the product cost calculation. from the traditional financial and the cost accounting—both
Additionally, in the scenario the compound virtual stor- areas of economic (as opposed to technical) accounting—
age service V§provided by VQ comprises two real data is needed. This comprises, for instance, information on in-
services $and S offered at the LRZ which in turn are pro- vestments or maintenance costs incurred during a fiscal year
visioned upon the physical storage resourcgsnRorm of  These cost elements are first categorized into cost cagsgori
a network attached storage angllBeing a storage area net- and secondly either directly or indirectly allocated totcos
work. Within the scenario depicted in Section 3.1.2, thé reacenters. Those steps still determine typical activitiesstira-
data service §is used in order to store frequently used sim-ditional accounting system. The evaluation, thus, needs to
ulation results with a size of 2 TByte for the time period of answer the questions whether such information was avail-
5 days, which results in a total of 10'240 GBd, thus exceedable at the LRZ in the first place and if it was of the right
ing the standard capacity and duration activity for storagegranularity in order to deliver meaningful input for the ac-
resources. Besides, in order to archive 5 TByte of simulaeounting model.
tion data on the long-term data storage for 360 days, the Overall, the conducted evaluation shall answer how well
real data service Smaking use of a magnetic tape systemthe existing Grid accounting model is able to calculatesost
(Rs) offered at the LRZ is used. The utilization of the realto be covered for a specific service request. In particular,
long-term storage service $esults in a total of 1'843'200 and by means of varying assumptions, the evaluation shall
GBd. In addition, costs reflecting the IT infrastructureitec depict for a real Grid infrastructure what input data and
nical support of the storage resources have to be considerefso what level of detail is required to allow the model to
when calculating the costs of the activities being perfatme produce meaningful results with reasonable costs incurred
by means of the virtual data service. Hence, overall costs dfy using the model. Further, potential improvements to the
5 working hours estimated in relation to technical storagenodel need to be derived. Driven by these key evaluation re-
resource support—to be mapped on a batch of 10 serviaguirements outlined, the set of specific qualitative evidna
invocations—also have to be calculated per service requesiriteria is determined as listed subsequently:
In order to assure long-term archival storage of the simu-
lation data using the virtual storage servicesysctivities = — Model functionality: General functionality of the Grid
with respect to continuity management also have to be con- accounting model and information content provided is
sidered, resulting in 0.5 working hours estimated per servi ~ assessed. This comprises in particular the achieved level

request. of result expressiveness, addressing both, gained insight
Finally, as shown in the service tree presented in Sec- as well as limitations encountered. _

tion 3.1.2, a virtual visualization service (¥Sis part of ~ — Model parametrization: The applied set of service

der to graphically represent obtained simulation resufts b ity/resource drivers is examined in detail. This addresses

consuming two real visualization services, &1d S. Ac- unit characteristics with associated interdependencies.

cording to the bill which is forwarded by the external Grid ~ Effects of changes in calculation input parameter as-

service provider to the customer Y0a VR cluster (R) as sumptions are of particular interest.

well as a remote RV cluster ¢Rboth represented by the ser- — Model application context The respective available in-

vice constituent pat®utput (external) are each utilized for ~ Put data for model application by means of the presented
1 hour (=3'600 CPU seconds). multi-provider scenario is assessed. Sensitivity analyse

with respect to product cost impact caused by scenario
parameter changes are evaluated.
3.3 Key Evaluation Objectives and Requirements
The discussion on model functionality is conducted in
Based on the fact that the identified activities are reseurceSection 5.1, while Section 5.2 assesses results with respec
specific and have to be adapted to the particular resourcés model parametrization, and Section 5.3 is concerned with
they reflect ¢f. Section 2.3), the evaluation of the proposedan evaluation of the model application context.
accounting model needs to include a detailed infrastractur
and service analysis. This analysis needs to document what
resources are available (formally also reflected by ressurc 4 Results
specific activities) and what commercial services need to be
run on them (leading to a bill of activities and the fully doc- Driven by the outlined application and evaluation method-
umented service tree). Based on this information, the evalwlogy, the proposed Grid accounting model for DVOs is ap-
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. 8 Annual Costs Calculation
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plied to the determined multi-domain Grid accounting sce-uptime of so-called batch nodes (a logic composite of cur-
nario. This is achieved by a full-cost calculation perfodme rently 512 CPUs). Thus, annual statistics for the HLRB Il
with input data from the LRZ. cluster do not allow to estimate its capacity utilizationdle
Figure 8 presents annual cost calculations which includéeliably. For that reason, the same level of 80% is assumed
indirect costs resulting from the LRZ air conditioning sys-for HLRB Il activities.
tem, the emergency system, its network infrastructure as Average costs foBtorageandOutputactivities in Figure
well as building costs. It needs to be stressed that initiap determine estimated values. In the cas&twirage these
investments in the first three mentioned categories are sudalues are estimated from previous LRZ experie@put
sumed in the initial investment amount of the LRZ build- activities for visualization of results represent extérme
ing. Thus, a zero investment value ferg, the emergency tivities which are provided by V&(cf. Section 3.1.2). The
system reflects the fact that these investment costs are nagcording activity costs constitute costs from the viewpoi
separately obtainable. of VO1 only, whereas from V@s viewpoint, they consti-
While those investment and annual operations infrastute billed values. Billing information might not only cave
tructure costs reflect indirect costs (Il in Figure 7), Figur VO2'S production costs,e., it might not follow a strict cost-
8 also depicts direct costs (I in Figure 7) such as materigprientéd pricing, but incorporate a pricing scheme which
costs where applicable. Direct and indirect annual cogts afS Profit maximizing. In addition, visualization servicesa
attributed to the respective set of LRZ IT resources, consis'Un on highly specialized, expensive equipment. For these
ing of computing infrastructure like the HLRB I cluster and '€as0ns, averagdutputactivities costs are estimated to be
of storage infrastructure such as NAS. These LRZ resourcd¥gher thang.g, internal computing activity costs.
serve as cost centers (C in Figure 7) that need to bear annual Standard duration and capacity f8torageactivities as
costs of approximately 28 milliog. well as standard CPU and main memory numbers determine
Furthermore, Figure 8 visualizes annual costs with labofStimated values from LRZ experience, adopted to the pre-
performance (B in Figure 7). This covers in particular LRZ- sented Grid scenario. The according quality premium values
specific information on number of positions, wages work-cannot be substantiated at this time by specific statistics o
ing days, and working hours. It needs to be stressed, howgsource drivers and, thus, C_OStS caused by provi_ding non-
ever, that these numbers are simplified target figures sp thﬁtandard_ resource configurations. Therefore, quality prem
in reality, differing numbers might apply. Additionally an UMS are initially set to an assumed (low) percentage of 5%.
similar to those zero investments reported g, the LRz~ Figure 10 visualizes product cost calculations accord-
air conditioning system, figures for internal facility mgea N9 t0 the service tree depicted in Figure 6. These calcu-
ment labor are zero. This is due to the fact that facility man/2tions multiply the respective activity costs as outliried
agement costs are included in the respective number for afigure 9 by the applicable accounted or billed units as de-
nual building operations. Annual facility management labo scribed in Section 3.1.2 (scenario definition) and Section

costs—although being reported as zero here—and annugi2-3 (Product calculation specifics). This results in mone
administration labor costs are directly attributed (1V ig+ tary values representing costs incurred by each activity an

ure 7) to activities, whereas annual operations and suppo'n sum, in total product costs of 4'656. The virtual ser-

costs are assigned (1l in Figure 7) to activities by means of!c€ VSt in Figure 6 relates in this context to the product for
an (equal) cost share of 20% which costs are calculated. Thus, in application of the out-

Figure 9 focuses on activity-related cost calculations (dmed methodology of an activity-based, resource specific,

— . - full cost-oriented Grid accounting model, this calculatio
in Figure 7) of both considered activity cost types, average . .

- : .~ determines those costs that need to be covered by each in-
costs per activity and—with regard to non-standard activity

) . . . . L vocation of VS. It needs to be stressed that the resulting
configurations—quality-adjusted activity costs (E in Figur . )
. - o amount reflects costs, which are not to be mistaken for prod-
7). The calculation of average activity costs for actiwtod

type Processinghases on the assumption that all LRZ com-UCt pricing.

puting resources show a capacity utilization of 80%. For the

time being, the exact capacity utilization value is not meas Discussion

sured at the LRZ so that it needs to be estimated. A value of

80% determines a conservative estimation, since annual uBased on the evaluation objectives outlined in Section 3.3,
age statistics at the LRZ show long queues of waiting jobsthis section assesses the results gained from the Grid ac-
These statistics are considered for all computing ressurce&ounting model application by means of the presented cost
other than the HLRB Il cluster. This cluster has seen a majocalculation. This implies the results discussion regaydin
increase of nodes in 2007 from 4’096 to 9'728 CPUs—a factnodel functionality ¢f. Section 5.1), possibilities of model
which does not become apparent in the annual usage figurggarametrizationdf. Section 5.2), and the according evalua-
In addition, annual statistics only account for the aggredja tion of the model application contextf( Section 5.3).
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Activities
B Transferring |Transferring |Output (ex- P
Processing ‘Storage (intemnal) (external) ternal) Other Unit
. . q Resource re- TCP/UDP TCP/UDP q
\Activity driver Computing SN traffic traffic Computing  Labor
Resource re- .
Metric CPU seconds  servation CRIUDR CRUDR CPU seconds Working
segments segments hours
events
) q Backup,
HLRB Il ‘32 Bit ‘IA 64 ‘Opteron ‘AI[IX ‘ archive, SAN ‘NAS ‘VR cluster ‘RV cluster
Service constituent A A A . " Output (ex-  Output (ex-
s Processing Processing  Processing Processing Processing  Storage Storage ternal) ternal)
Average - . - 5 - ; 1 Resource re- Resource re- A q
costs \Activity driver Computing Computing  Computing  Computing  Computing servation servation Computing  Computing
Resource re- Resource re-
Metric CPU seconds CPU seconds CPU seconds CPU seconds CPU seconds servation servation CPU seconds CPU seconds
events events
Effective annual 240'662'937'60 51 11000t 110221 9" =041 63" 16E'RTT
computing activities 0 3'345'926'400 5'493'312'000 4'794'163'200 3'166'617'600 n/a n/a n/a (external) n/a (external) |CPU seconds
; Resource re-
Effective annual i
storage activities n/a n/a n/a n/a n/a n/a n/a n/a (external) n/a (external) |servation
events
2;%%‘/79 Cesiey 0.00006075 0.00014664 0.00016197 0.00009441 0.00054532 250 1 0.03000000 0.02000000/€/metric
Backup,
archive, SAN NAS
Altered duration Aftered dura-
S Duration and capa- | .~ -~ ! tion and/or GBd (GByte
= city resource driver Tl 021 Yy capacity re- day)
g servation
o Standard duration
E 13 activity 360 30| Day
= a Storage|Standard capacity
= !
& quality ad-|activity 028 a GByte
& justments|Ajtered duration
- land/or capacity qual- 5] 5| %
g ity premium
k< Quality-adjusted
£ costs per activity with| 50071208 0.03500000 €/GBd
Q altered duration
land/or capacity
HLRB Il [32 Bit [IA 64 [Opteron JAltix
. Altered CPU  Altered CPU Altered CPU Altered CPU  Altered CPU
r(z:’rlear%:ndrg;aoﬂrce and/or main and/or main and/or main and/or main and/or main Se(ign(dcpu
driverw memory reser- memory re- memory re- memory re- memory re- Gbyte)
vation servation servation servation servation
f;a”da’ GERYeEr 512 32 32 32 32 cPU
. _|Standard main
Proce_sslng imemory activity (per 4 1 1 1 1 GByte
quality ad- cPU)
b "|Altered CPU and/or
imain memory premi- 5] 5] 5] 5 5 %
um
Quality-adjusted
costs per activity with
altered CPU and/or 0.00001595 0.00015397 0.00017007 0.00009913 0.00057258 €/CGB
imain memory
IT infrastructure \IT infrastruc- |IT infrastruc- |IT infrastruc- Fsemie
design and ture deploy- |ture opera- |ture technical leErErEms
lanning ment tions support g
S:rl;/lce Copstitent Other Other Other Other Other
1 \Activity driver Labor Labor Labor Labor Labor
[=] 5 . Working Working Working Working
g: S Working hours o rg hours hours hours
3 YRR GRS (r 145.44 145.44 145.44 145.44 145.44 €/hour
activity
g Average|
'*3 costs Facility man- dministrat-
] agement ive overhead
° Service constituent
E it Other Other
a \Activity driver Labor Labor
\Average costs per
activity 0.00 59.70| €/hour
Fig. 9 Activities Calculation
5.1 Model Functionality evant LRZ infrastructure and IT resources, which act as a

cost center from an (economic) accounting viewpoint. This
Both, the methodology developed and the specific calculaprinciple of resource-specific calculations is continugd b
tion performed reflect a high level of expressiveness. FEhis ithe definition of resource-adapted activities. These #ietiv
particularly substantiated by a most direct implementatio are not only resource-specific, but support another impor-
of the set of key Grid accounting model characteristics: Théant model characteristic as they are quality-aware. The in
calculation incorporates annual costs resulting from éhe r troduced quality premium approach allows for configuring
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IT Product Cost Calculation The developed methodology and the appropriately deter-
_ mined calculation are found to first integrate successth
|Accounted m
lain memory |, . . 7 . . . 3 .
e ere P percpy ety costs funit respective viewpoints of technical and economic account-
processing B I e o1z 2 laesre ing. Secondly, they show that the Grid accounting model’s
Allix 32600 32 15 89598¢ expressiveness finds implementation in a practically eiabl
R i s i i o . way to determine product costs for multi-domain Grid ser-
Storage|Backup, 260 - 1313 e vice scenarios. For the considered scenario, product absts
archive, SAN .
B1ed CPU- iy costs 4’656 € were calculated, out of which a share of 34% re-
d i i M I i
°utpgrgg)}m%g SO ¢ sulted fromProcessingcosts, a comparably high share of
laccounted  |Unibatch 36% fromStoragecosts, a 4% share fro@utputcosts, and
workin, lactivity map- |Activity costs . y
hours© ing fator a 26% share frothercosts. At first glance, costs of 4'656
fure design 0 oo 7 ¢ € per service instantiation might seem to be relatively high.
T e However, the cost/performance ratio has to be considered in
deploy- 10 0.20 291 € . . . . . .
. e relation to the respective field of applicationd, consider
IT infrastruc- . . . . .
£ fure opers: 10 020 201 € an automotive manufacturer within a fully commercial envi-
E Zr?ire‘-acsi#:lgal 5 0.10 73 € ronmen t) '
@ OtherBBOT_ Although the calculation demonstrates a successful Grid
ety % — = ¢ accounting model applicability in general, it sees potnti
anagement u | Vi . | y | |
ihitiod for further improvements. For instance, it does not conside
(qualig/-ad- & 200 e € . . . . .
Justments) load balancing aspects which might be of high impact for a
LZ;:E_";Z;EH, . - Y . supercomputing environment. Similarly, the calculatisita
et stands needs to consider costs caused by unused but not at-
Accounted | tributable resources in a more fine-granular way. This means
working |Activity costs ) .
e that the concept of quality premiums needs to be extended
0.5 0.00| € . ..
OtherAdement___ in order to better support competition for resources.
" 1 59.70| € .
e overhead Furthermore, the calculation has revealed that the pro-
Productl  aess.aq 2 posed Grid accounting model is in its application to a real-

world environment like the LRZ not fully transparent for a

model user. In-depth knowledge, both about the model itself
as well as the underlying infrastructure and service param-
non-standard offers according to user demand—uwhile stilgters is still needed. Thus, model and calculation should be

being able to express increased resource usage or eves losgétended to define.g, the generally applicable, relevant set
incurred by resources that might not be attributable torotheof technical accounting metering points.

users even though they are not used by the initial user. For In order to conclude, the calculation is found to pro-
instance, main memory for a node of the HLRB Il clustervide valuable results in product cost determination by im-
may be limited for one user to 2 GByte. The remaining 2plementing the generic Grid accounting model in its full ex-
GByte (4 GByte is standard per node), however, will not bepressiveness and successfully applying it to a real-waerd e

available for another user. In that light, the existence of &ironment. However, model application requires at thisetim
quality premium seems appropriate. considerable effort in configuring and parametrizing the ca

Fig. 10 Product Cost Calculation

In a similar way, the calculation has proven the Grid ac-culation.
counting model’s theoretical nature of being highly param-
eterizable and, thus, being flexible, extensible, and gener
cally applicable. Flexibility is reflected exemplary by ghi 5.2 Model Parametrization
degree of freedom to define input parameters, such as at-
tribution keys. Extensibility is visualized by the example As the Grid accounting model was applied to a real-world
of freely configurable standard activities and quality atlju environment for the first time, a number of calculation pa-
ments. General applicability is substantiated exemplgry brameters were required to be estimated. Other parameters,
the fact that costs related fransferring—as one of those such as those mentioned Bransferringcosts, could not be
four basic service constituent parts of the original Grid acmetered in a way that would have allowed for data usage
counting model—could be handled as an element of TCASs initially intended by the model. Despite such practical
for pragmatic LRZ-specific reasons, even thodgansfer-  concerns, the resulting calculation is found to constiaute
ring activities were foreseen initially to constitute a centralextensive and effective model application case. In the case
element in the ABC part of the calculation. that assumptions were taken, these could be either estimate
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Calculation Input Parameter Sensitivity Analysis
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Fig. 12 Percental Impact on Product Costs of a 10% Scenario Param-

eter Change

|per activity _
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Standard capa 26 07 It has to be stressed that these sensitivity analyses con-

A“glf’e“pm‘,ryn 01 <a 01 01 1 ducted cannot provide completely unbiased insight with re-
T spect to product cost impact due to inherent dependencies
eraions —_port @"Af”a“” on the chosen scenario. For instance, any change on input

E— 05 1o o4 parameters in relation to the 32 Bit cluster will not show

IT i

T T infrast
ture design |ture deploy-
land planning |ment

0.4 0.2

IT infrastr.

ture opera-
tions

IT service
imanagement

0.5

any effect on product costs here, since this infrastrudture
Costshare not considered to be used in the applicable scenario. Nev-
Fig. 11 Percental Impact on Product Costs of a 10% Calculation Inpu€theless, these sensitivity analyses allow to identify pa
Parameter Change rameter values of particular importance which need care-
ful inspection—especially in case such a parameter was as-
sumed or estimated as it is the caeay, for the average
from past LRZ experience or they were clearly termed agosts per activity for Backup, archive, SAN. Thus, this cal-
assumptions. culation cannot only be helpful for product cost calculasip

In the light that some calculation parameters were estibut it can serve as an instrument for optimizations.
mated or assumed, a sensitivity analysis of key parameter
changes helps to assess one parameter’'s change impact to
the overall product cost calculation. Figure 11 document$.3 Model Application Context
the respective percental change in product costs of (igitia
4'656 € if one calculation input parameter is changed byThe developed methodology and the resulting calculation
10% of its valuegeteris paribusmeaning that all other pa- both document that the Grid accounting model was success-
rameters are left unchanged. Most caused changes are &slly applied to existing LRZ infrastructure. The choser-sc
sessed marginal with an impact on product costs of less tharario, however, incorporates specifics that do not refleet cu
0.1%. However, there is a considerable impact on produgent LRZ characteristics. Most prominently, the LRZ does
costs in some areas. The top five impact areas are identifigut offer at present a virtual service similar to ¥/ $leither
as follows: Changes of 10% on Backup, archive, SAN paare virtualized resources made available as Grid services i
rameters of either average costs per activity, standaral dura multi-domain environment. For such reasons, the scenario
tion activity, or standard capacity activity resultinanga chosen needs to be deemed to be of a partially artificial
in product costs in the range of 2.6-2.8%. In other wordspature. In the same manner as those previously mentioned
these parameter changes are leveraged by about a fourfitactical limitations of partially lacking technical acou-
The second most important product cost change (in thing metering data, this bears a risk to lower overall calcu-
range of 1.5-1.7%) is observed when selected parametéation significance. Thus, a sensitivity analysis of scenar
values for the Altix cluster are altered by 10%. Changegarameter value changes is of particular interest.
on wage or position values for internal support labor fall As Figure 12 depicts, these sensitivity analyses con-
into a comparable class of relative impact, namely of 1.6%ducted for 10% scenario parameter value changes show on
The third largest leverage effect show selected parametawverage a larger impact on product costs than the average
changes for the |IA 64 cluster, closely followed by effectspercental impact caused by those calculation input param-
incurred by parameter changes in the area of internal opeeter changes assessed in Figure 11. The respective top five
ations labor. The fifth largest impact on product costs shovimpact areas are identified as follows: Changes in duration
parameter changes for the NAS infrastructure, such as fand capacity scenario parameters for Backup, archive, SAN
average costs per activity (in the range of 0.7-0.8%). cause the highest change in product costs (2.8%). This is

IT infrastru
ture technical
|support

0.4

0.2
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followed by parameter changes to the Altix cluster (1.9%) Therefore, based on a brief recapitulation of key mecha-
and the 1A 64 cluster (1.2%), respectively. IT service man-nisms for Grid service accounting in DVOs, addressing the
agement parameter changes of 10% result in altered progroposed DVO service and Grid accounting models, a tax-
uct costs of 0.9%, while duration and capacity parameteonomy of Grid resources was developed, providing an ap-
changes to NAS show an impact of 0.8% to product costs. propriate basis for the identification of accounting unitd a
In accordance with those conclusions drawn in Sectiometrics adequately reflecting resource consumption ard ser
5.1 and Section 5.2, these percental impact numbers conselice usage, hence, serving as valuable input with respect to
idate the identified need for an improved, more fine-granulathe evaluation methodology.
technical accounting that substantiates parameter valpes In accordance with those identified accounting model
means of metered data instead of assumed values. characteristics, the appropriate methodology for theiappl
In summary, these areas of future improvements with reeation and evaluation of the proposed model was specified
gard to the proposed Grid accounting model were identifie¢h detail. This task included an in-depth investigatioroint
in the course of the successful model application to the LRZhe LRZ Grid infrastructure and provisioned Grid services a
environment as performed and discussed so far: well as a description of financial, cost-related input datk.
ditionally, a multi-domain Grid accounting scenario, whic

B ConS|d§:rat|on of load balancing e.lspects.. was enhanced with concrete values and parameter settings,
— Extension of the concept of quality premiums to better

; tition f was introduced providing the basic principles for subsatue
suppgr compe tion for resources. model application and evaluation tasks.
— Consideration of costs caused by unused but not at- . o .
. . . Based on the gained insights, various model calcula-
tributable resources in a more fine-granular way. . - . o
L . . . tions comprising an annual cost calculation, an activities
— Definition and integration of generally applicable set of lculati I duct t calculation h b
metering points for technical accounting. caicuiation as We. as a produc C.OS cajcuiation ave_ een
performed and discussed according to a set of previously
identified evaluation criteria regarding model functiatyal
6 Summary and Conclusions parametrization, and application context. In this regérd,
assessment of those results gained from the presented cost

With the ongoing trend of adopting Grid systems as a meangalculation has revealed that the Grid accounting model con
for service-oriented computing in DVOs, the need for ap_stitutes an expressive, highly flexible, extensible as agll
propriate support mechanisms becomes apparent. Accouréenerically applicable tool for two inter-related key pur-
ing of Grid resource and service usage determines the ceROSes, (&) Grid service cost calculation and (b) cost opti-
tral support activity since it prepares accounting rectindg ~ Mization identification.
provide the main input for analysis, optimization, and in-pa The proposed Grid accounting model demonstrates its
ticular for charging and billing purposes. general applicability to various organizational contetkist

An embracing study of existing Grid accounting systemgnay range from small and medium-sized enterprises to large
revealed that these approaches focus primarily on techngupercomputing centers such as the LRZ. Due to the model's
cal precision and on project-specific issues, whereas theyniversal design putting emphasis on typical and config-
do not support multi-provider scenarios or virtualizationurable activities in a Grid environment, insights gainemhir
concepts, nor are existing approaches based on appropridfe model application case at the LRZ are transferable to fur
economic accounting principles regarding cost calcutatio ther environments. Those model application stegg, with
Consequently, the determined resource-based, highly flexiespect to activity configurations, resource adaptatiand,
ble accounting model for DVOs [15] combines both, tech-quality premium definitions performed, will be conducted
nical and economic accounting by means of Activity-basednethodologically fully in line with the application caserpe
Costing, service constituent parts and defined accountabfermed. Thus, even though another organizational applica-
units. tion context may expose different resources or other calcul

Driven by the successful preliminary conceptual evaluation input data from TCAS, the Grid accounting model will
tion of the proposed accounting model for DVOs, through-be able to cope with those context specifics by means of
out this paper, a full-fledged evaluation of the presented agconfiguring the according applicable set of activities @fety
proach has been undertaken. For this purpose, the geneftocessingStorage Transferring Output OtherandExter-
accounting model was applied to an existing operationahal.
Grid infrastructure operated by the Leibniz Supercomputin -~ However, the application of the generic accounting
Centre in Garching near Munich, Germany in order to remodel to a real-world Grid environment and the per-
veal the key set of practical aspects relevant for this ni®del formed calculation exposed capabilities for further actou
application and to determine potential model improvementing model improvements as for example the consideration of
and extensions respectively. load balancing aspects as well as the extension of the pro-
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posed concept of quality premiums in order to better support2. The EGEE Project: gLite — Lightweight Middleware for ¢ri
competition for resources. Additionally, due to the facitth ~ Computing; (Accessed) February 20@8¢p://glite.web.cern.

detailed knowledge about the model as well as the underlyl—;h/ngé;flgch B. Neumann, E. Moldauer, M. Argo, D. Frishy: Bete

ing Grid infrastructure and service parameters is required mining the Cost of IT Services; Communications of the ACM, Vol.
the model should be further extended in the way, that a rele- 45, No. 9, September 2002, pp. 61-67.
vant set of technical accounting and metering points respeé4. The Globus Alliance: The Globus Alliance; (Accessed) Eaby

; : : ; 2008, http://www.globus.org/.
tively is defined from which relevant data can be gathered.ls. M. Gohner, M. Waldburger, F. Gubler, G. Dreo Rodosek, B.

Finally, a sensitivity analysis considering the impact of sgjjier: An Accounting Model for Dynamic Virtual Organizatis;
changes with respect to modified calculation input param- Seventh IEEE International Symposium on Cluster Computing and

eters as well as scenario parameter values has been corghe Grid (CCGrid 2007); Rio de Janeiro, Brazil, May 2007, p@. 1

. - - e . The Grid-based Application Service Provision (GRASP)dto
ducted. This has substantiated the identified need of a moﬂ@GR ASP: (Accessed) June 200fitp: //eu-grasp.net/english/

fine-grained technical accounting based on adequate metergesanit hem.
ing information. 17. F. Gubler: Accountable Units for Grid Services in Mohidg-
namic Virtual Organisations; IFlI diploma thesis, University of
. . . Zurich, Zurich, Switzerland, March 2006, pp. 1-97.
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