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Abstract

Current literature has researched logistic regression and multilayer percep-
trons to break XOR Arbiter PUFs, but more modern deep learning methods
are missing. This thesis explores new deep learning methods to break XOR Ar-
biter PUFs. Experiments were conducted on various long short-term memory
and convolutional architectures. The results show that the most interesting
ones are a 3D convolutional neural network and an n−dimensional CNN. Opti-
mization techniques are discussed, mainly avoiding a limitation of the current
best method, a previously proposed multilayer perceptron architecture. In the
results chapter, the 3D CNN is compared to the MLP and shows the optimal
data amount and training times of attacks on (5 − 8)−XORs with 64−bit,
125−bit, and 216−bit challenge length. The 3D CNN was optimized to re-
quire the least amount of data and needs up to 82% less data than the best
method to reach 99% validation accuracy, but mostly takes longer to finish.
The relative difference in data requirement gets bigger and the relative differ-
ence in training time gets smaller when the task gets harder. Three methods
are evaluated on three different aspects. The future work chapter suggests how
the MLP and 3D CNN can be improved and which designs and architectures
are still left to attack.
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Chapter 1

Introduction & Motivation

Today, the most commonly used practice to identify and authenticate de-
vices is to store cryptographic keys on devices. These keys are stored in non-
volatile memory and there are known attacks like the invasive attack or the
side channel attack that threaten security. Cryptography requires many secu-
rity mechanisms, which some devices can not provide. Modern devices, which
are designed as small as possible, could benefit from a more lightweight iden-
tification and authentication process.

PUF is the abbreviation for physical unclonable function, first introduced
by Pappu et al. [1] in 2002. PUFs can identify and authenticate devices. Weak
PUFs use a cryptographic secret key, whereas Strong PUFs do not require any
cryptography. Although they are physically unclonable because of manufac-
turing variations, they are not mathematically unclonable. Machine learning
methods can model the PUF, learn the PUF’s behaviour, and predict responses
with high accuracy. [2] [3]

Logistic regression and multilayer perceptrons successfully broke XOR Ar-
biter PUF designs, but for many well-researched machine learning fields, such
as computer vision or natural language processing, these methods are not pop-
ular choices. There are no mentions of popular deep learning networks such
as long short-term memory or convolutional neural networks to be found in
current literature on attacks on Strong PUFs, which is surprising, because
these networks have achieved state-of-the-art results in many machine learn-
ing fields and this thesis will explore if these networks can learn XOR Arbiter
PUFs better than existing methods.
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Chapter 2

Strong PUFs

Strong physical unclonable functions (Strong PUFs) can be used for iden-
tification and authentication of devices. For each input challenge the PUF
receives, it generates an output response. Since the challenge-response inter-
face is unprotected, it is necessary to require a large challenge space, 264 being
most commonly used in current research, but 2128 or 2256 can have security ad-
vantages. The challenge space has to be large to prevent predictions of CRPs,
even if an attacker has collected a large subset of CRPs. Unlike Weak PUFs,
which require a cryptographic key, there are no cryptographic keys required
when using a Strong PUF.

A Strong PUF is a small physical system and uses physical disorder to its
advantage. Because of manufacturing variations, the PUFs behaviour is only
known after challenges are applied to the PUF. A challenge and its correspond-
ing response are called a challenge-response pair (CRP). [3]

2.1 Arbiter PUF

Gassend et al. [4] introduced the Arbiter PUF (APUF) in 2002. It com-
prises an input edge with two multiplexers and n stages. It receives an n−bit
input challenge and generates a single-bit output response. When a challenge
is applied, a race condition is established. When the top edge arrives at the
latch first, the response bit is one, and when it arrives at the bottom latch,
the response bit is zero.

Machine learning methods can learn APUFs easily because it is a linearly
separable task. For 99.9% accuracy, only 18050 challenges are required, with
a training time of only 0.6 seconds. [2]
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CHAPTER 2. STRONG PUFS

2.2 XOR Arbiter PUF

An XOR Arbiter PUF (XPUF) comprises one or multiple APUFs which
forward their response into an XOR gate, which then generates the final re-
sponse. Because of the XOR gate, the response is either 1 or −1. In Figure
2.1, we can see a 64−bit 3−XPUF example, which comprises three APUFs.

XPUFs are harder to learn by machine learning methods than APUFs.
The XOR gate transforms the linearly separable task into a linearly insepara-
ble task. The higher the number of arbiters in the XPUF design and the higher
the number of challenge bits, the harder the machine learning task. Overall, a
high number of arbiters makes the attack harder than a high number of chal-
lenge bits. [5] Many other PUF architectures, including optical structures, can
be found in the literature, to which we refer interested readers [6–79]. Easily
accessible overviews can be found in some of the existing PUF surveys and
tutorials [3, 5, 80–85].

Figure 2.1: An XPUF with three arbiters and 64 stages. It is called a 64−bit
3−XOR. [86]
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Chapter 3

Neural Network Concepts

This chapter focuses on the two neural network concepts which have achieved
the best results in this thesis.

3.1 Multilayer perceptron

Frank Rosenblatt [87] introduced the single-layer perceptron in 1958 and
it was based on the MP model, which was the first mathematical model of
neurons, proposed by McCulloch and Pitts [88] in 1943. The single-layer Per-
ceptron has a limitation - it cannot learn linearly inseparable problems.
The multilayer perceptron (MLP) however, proposed by Rumelhart et al. [89]
in 1986, was the first neural network to learn a linearly inseparable problem.

The MLP is a feed-forward artificial neural network and comprises an in-
put layer, at least one hidden layer, and an output layer. It uses a supervised
learning technique called backpropagation for learning. Instead of updating
each weight individually, backpropagation computes the gradient of the loss
function regarding a single input-output example. [89]

3.2 Convolutional neural networks

Convolutional neural networks (CNNs) are some of the most represented
networks in the deep learning field today. The term ’convolution’ regarding
neural networks was first used by LeCun et al. [90] in 1989 when they con-
structed a CNN for hand-written zip code recognition. Since then, CNNs have
achieved the following state-of-the-art results: 1D CNNs are used for time
series forecasting and signal identification, 2D CNNs are used for image clas-
sification, image object detection, image segmentation and face recognition
and 3+D CNNs are used for human action recognition and video object de-

6



CHAPTER 3. NEURAL NETWORK CONCEPTS

tection/recognition. [91]
Unlike traditional feature extraction methods like scale-invariant feature

transform, histogram of oriented gradients, and local binary patterns, a CNN
is a feed-forward neural network that can extract features from data automat-
ically. A CNN kernel responds to various features in the data and outputs
filters that are only connected to a few neurons. This reduces network param-
eters and therefore speeds up convergence. [91]

There are exclusive CNN operations that are not being used by other neu-
ral networks, although none of these operations are used in the neural network
presented in this thesis (see section 7.2). To prevent information loss in the
border when a small kernel size is set, the padding operation enlarges the
data. To decrease data density, the stride operation can be employed, which
skips adjacent features. To obviate redundancy in the data, the pooling (a.k.a.
down-sampling) operation can remove trivial features and therefore increase
learning efficiency. [91]
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Chapter 4

Related Work

Rührmair et al. [2] conducted the first machine learning attacks on XPUFs
in 2010. Their experiments included logistic regression, evolution strategies,
and support vector machines. Logistic regression significantly outperformed
the other two methods. They broke the 6−XOR 64−bit and 5−XOR 128−bit
with a 99% prediction rate.

Tobisch and Becker [92] parallelized the logistic regression method in 2015.
They showed it is possible to break 8−XOR & 9−XOR 64-bit, but not con-
sistently, requiring much more data and training time than the deep learning
methods or the optimized logistic regression [93] in the future.

Aseeri et al. [94] conducted the first deep learning attacks on XPUFs in
2018. They used an MLP architecture that comprises three hidden layers, each
containing 2k neurons for every k-XPUF. They successfully broke the 8−XOR
64−bit and 7−XOR 128−bit with 99% validation accuracy and used fewer
CRPs than the logistic regression method.

In 2019, Santikellur et al. [95] proposed a Tensor Regression Network. It is
a parallel structure containing separate models, similar to the logistic regres-
sion. They could not break the 7−XOR 64−bit and 6−XOR 128−bit.

Mursi et al. [86] released a second MLP approach in 2020. The network
architecture comprises three hidden layers, the first and third contain 2k−1 and
the middle layer contains 2k neurons for k-XPUFs. This was the first method
to break the 9−XOR 64−bit consistently and used less CRPs than all previous
methods, although later Wisiol et al. [93] found a bug in their CRP generation
process.

Wisiol et al. [93] compared the previous four methods on multiple threads
in 2021. Since they generated their data using the pypuf library [96], they
corrected the previous CRP amounts by Mursi et al. [86] and this method
is considered to be the best to date. In addition, they broke 10−XOR &
11−XOR 64−bit consistently. They also optimized the logistic regression and
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CHAPTER 4. RELATED WORK

could break the 10−XOR 64-bit and although it required more CRPs, it took
less training time than the best method.

Other attacks on PUFs, including side channels and protocol level attacks,
can be found in [97–103] and elsewhere. Also works on PUF formalization,
PUF-uses in advanced protocols, and PUF security proofs, which are all an-
tagonists to these attacks, deserve mentioning in this context [104–110]. Very
recently, Strong PUF security metrics have been developed that try to “antic-
ipate” the security against ML-methods by various means [111].
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Chapter 5

Data & Attack

This chapter contains technical information about the data and the attack.

5.1 Hardware

All experiments mentioned in this thesis have been executed on an Intel
Core i7-8700 CPU at 3.2 GHz and 64 GB of RAM on up to 12 cores. All
training times and processing times mentioned in this thesis refer to this CPU.

With this RAM capacity, there is a limit to how many CRPs can be loaded
into memory in one chunk. The data limits for this thesis are 75 million 64−bit
CRPs, 35 million 125−bit CRPs, and 20 million 216−bit CRPs.

Not having much RAM is not necessarily an issue, as Aseeri et al. [94] have
shown in their paper, it is possible to load and pre-process multiple chunks of
CRPs sequentially and train on the entire dataset in one run.

5.2 Data generation

Every dataset has been generated with the pypuf library [96]. The challenge
and response data have been saved in two separate text files. One million
64−bit CRPs require 62 megabytes of disk space. The data is loaded into a
memory map [112]. Mursi et al. [86] have used this concept before.

For this thesis, all CRPs have been loaded from 1 to n, where 1 is the first
CRP in the text files and n is the size of the subset. All CRPs are loaded
sequentially and shuffled during training before every epoch.
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CHAPTER 5. DATA & ATTACK

5.3 Pre-processing

Before the model can be trained, there are four pre-processing steps to
perform:

Step 1: convert challenge bits from 1 and 0 to 1 and −1.
Step 2: reverse the order of challenge bits along axis 1.
Step 3: calculate the cumulative product of challenge bits along axis 1.
Step 4: convert response bits from 1 and −1 to 1 and 0.

These pre-processing steps are required because, in an APUF, the delays
of the signals are additive and the transformed challenge space can be sepa-
rated by a hyperplane. Since an APUF with an n−bit challenge represents an
n−dimensional challenge space, a reverse accumulative product transform has
to be applied to the challenge data. [2]

Pre-processing can take a considerably long time, 1 million 64-bit CRPs
take almost 10 seconds. When a lot of data is being pre-processed for training,
pre-processing can take longer than training. Saving pre-processed CRPs in a
text file can therefore save time if multiple runs are planned to be executed.

5.4 Task

The task of the neural network is to create a model which predicts the re-
sponse for any given challenge. There are only two possible predictions, either
one or zero. This is known as a binary classification task.

There are four ways to evaluate a prediction: correctly predicted as one
(true positive (TP)), incorrectly predicted as one (false positive (FP)), incor-
rectly predicted as zero (true negative (TN)), and correctly predicted as zero
(false negative(FN)). The accuracy can be calculated as:

TP + FN

TP + TN + FP + FN
(5.1)

The difference between the training accuracy and the validation accuracy
is that the training accuracy is evaluated on the data the model was trained
on after every step, and the validation accuracy is evaluated on the data which
was excluded from the training data at the end of every epoch.

In other binary classification tasks, there are other metrics, e.g. precision
and recall, but these metrics are not relevant for this task because classifying
as one or zero is equally as important.
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Chapter 6

Experiments

This chapter contains details about experiments of all implemented meth-
ods in chronological order. All methods have been implemented using the
Keras framework, unless otherwise specified.

All methods require an additional reshape step compared to the MLP [86]:
the LSTM and 1D CNN require a 1D tensor, nD CNNs require an nD tensor.
The reshape step takes a fraction of a second to complete for many millions of
CRPs and can therefore be ignored when measuring runtime.

6.1 Long short-term memory

First, a long short-term memory (LSTM) network was developed. There
was one approach with a single LSTM cell, one with two LSTM cells, and one
with three LSTM cells.

Unfortunately, the LSTM needed over 30 minutes to reach 97% validation
accuracy on the 1−XOR, whereas state-of-the-art methods can reach 99%
validation accuracy in less than five seconds. There were sudden validation
accuracy drops (see Figure 6.1) of up to 44% in only one epoch, this could
have happened because of the LSTM’s forget gate. Validation accuracy drops
when training the MLP [86] were always less than 1% per epoch. After multiple
failed runs on the 2−XOR, it was not developed any further.
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CHAPTER 6. EXPERIMENTS

Figure 6.1: Multiple validation accuracy drops during the LSTM training, the
x-axis shows the number of steps and the y-axis shows the validation accuracy.

6.2 CNN

6.2.1 1D

Figure 6.2: A 64−bit challenge represented as a 1D vector.

The 1D CNN achieved good results on the (1 − 3)-XOR but struggled
to reach 95% validation accuracy on the 4−XOR. After adding up to four
convolutional layers and not resolving the issue, the 2D CNN was implemented
next.

Figure 6.2. visualizes how a 64−bit challenge can be represented as a one-
dimensional vector.
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CHAPTER 6. EXPERIMENTS

6.2.2 2D

Figure 6.3: A 64−bit challenge represented as a 2D 8x8 square.

The 2D CNN also had problems with the 4−XOR but learned faster than
the 1D. There were only a few runs executed with the 2D CNN because im-
plementing the 3D CNN could have more interesting results.

Figure 6.3. visualizes how a 64−bit challenge can be represented as an 8x8
square.

6.2.3 3D

Figure 6.4: A 64−bit challenge represented as a 3D 4x4x4 cube.

The 3D CNN broke the 4−XOR on the first try and could even break the
6−XOR and 7−XOR sometimes before any optimization. This is the method
that was developed and optimized the most (see Chapter 7).

Figure 6.4. visualizes how a 64−bit challenge can be represented as a 4x4x4
cube.
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CHAPTER 6. EXPERIMENTS

6.2.4 nD

After increasing the dimensionality of the CNN and seeing improvements
every time, it was interesting to see if higher dimensionality could improve
a CNN even more. Unfortunately, there was no machine learning framework
found which supports 4+D convolutional layers.

An nD CNN was implemented by using the PyTorch framework based on
an n−dimensional convolutional layer [113]. This layer is not part of the Py-
Torch framework and recursively reduces the dimensions until it reaches 3D,
from that point on the PyTorch implementation is used.

The problem was that the 3D CNN implemented in PyTorch was not nearly
as good as the Keras version because it struggled with the 2−XOR. Testing the
nD on the 2−XOR did also not show any promising results. Because the dif-
ference between a method that struggled with the 2−XOR and a method that
could break the 7−XOR seemed quite large, the nD CNN was not developed
any further.
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Chapter 7

Optimization & 3D CNN
Development

This chapter discusses optimization options for two methods and the 3D
CNN development process.

7.1 MLP limitation

Figure 7.1: The training of a typical successful run (training accuracy: dark
blue, validation accuracy: light blue) and a typical failed run (training accu-
racy: dark red, validation accuracy: light red) during one hundred epochs.

From now on, ’MLP’ refers to the multilayer perceptron by Mursi et al. [86].
A drawback of the MLP is that it overfits early when training on less than
the recommended CRP amount. Most commonly, the difference between a
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CHAPTER 7. OPTIMIZATION & 3D CNN DEVELOPMENT

successful (> 99% training accuracy & > 99% validation accuracy) and a
failed run (> 99% training accuracy & < 55% validation accuracy) is that the
overfitting occurs early on (see Figure 7.1). When the training accuracy is 5%
higher than the validation accuracy at any time during the run, the model
can never recover. Overfitting can also occur when the validation accuracy is
between 95% and 99% although it is much less common and likely a sign of
suboptimal network configuration.

When developing a method to successfully train on relatively low amounts
of CRPs, it is crucial to avoid early overfitting, that is why the 3D CNN uses
ridge activity regularization which has had the biggest impact to prevent this
from occurring.

It is worth noting that ridge activity regularization was not tested on the
MLP and could therefore yield even better results.

7.2 Network architecture

The 3D CNN comprises two hidden layers and one output layer.
All of the terminology used in this section in quotes can be found in the Keras
documentation [114].

The method makes use of two regularizers, ’l1’ (a.k.a. least absolute shrink-
age and selection operator, ’lasso’) and ’l2’ (a.k.a ridge regression). The sum
of square error estimate for least squares is

(Y −Xβ)T (Y −Xβ) (7.1)

. The regularizers add the ’l1’ penalty

(Y −Xβ)T (Y −Xβ) + λ|β|1 (7.2)

or ’l2’ penalty
(Y −Xβ)T (Y −Xβ) + λβTβ (7.3)

to the equation [115].
Table 7.1 shows the architectural differences between both methods.
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CHAPTER 7. OPTIMIZATION & 3D CNN DEVELOPMENT

Loss Function Opti-
mizer

Hidden
layers

Kernel initializ-
ers

Activ-
ation

MLP Probabilistic
binary cross-
entropy without
reduction

Adam 3 ’random normal’ &
3x ’glorot uniform’

3x
’tanh’
& ’sig-
moid’

3D
CNN

Logistic binary
cross-entropy
with sum reduc-
tion

Adam 2 ’zeros’ &
’he uniform’ &
’glorot uniform’

2x
’tanh’
& ’sig-
moid’

Table 7.1: Architectural differences between the MLP [86] and 3D CNN.

7.2.1 3D convolutional layer

The 3D convolutional layer takes a 3D tensor as an input. The optimal
amount of filters varies by the amount of data being used. As shown in Table
8.1., the amount of filters ranges from seven to twelve.

Unlike in other CNNs, where a kernel goes through the data bit by bit,
this CNNs kernel size is equal to the cube size, so every challenge is learned as
a whole in one step. The kernel is initialized as ‘zeros’ and is ‘l1’ regularized.
The layer is activated by the ‘tanh’ function, which is ‘l2’ regularized.

As already mentioned in section 3.2, there are no exclusive CNN operations
being used in the convolutional layer. Padding is not being used, because
the kernel size equals the cube size and therefore, every bit in the challenge
is learned exactly once, unlike with small kernels, where border features are
learned more infrequently than centered features. Strides are not being used,
because skipping bits in the challenge is detrimental to the learning process
because every bit in the challenge could theoretically flip the response. And
last, pooling is not being used, because it compresses multiple challenge bits
to one feature, but every challenge bit should be learned individually.

7.2.2 Dense layer

While testing, the number of units in the dense layer did not affect the
performance noticeably and the number of units should range from five to
fifteen per filter. The formula for the number of units in the dense layer is the
square of the number of filters in the 3D convolutional layer.

The kernel is initialized as ‘he uniform’. There is a ‘zeros’ bias, which is
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CHAPTER 7. OPTIMIZATION & 3D CNN DEVELOPMENT

‘l1’ regularized. The layer is activated by the ‘tanh’ function, which is ‘l2’
regularized.

7.2.3 Output layer

The output layer only has one unit, which is the predicted response bit.
The kernel is initialized as ‘glorot uniform’ and there is a ‘ones’ bias. The layer
is activated by the ‘sigmoid’ function, which is ‘l2’ regularized.

7.2.4 Optimizer

As the MLP, the 3D CNN uses the ‘Adam’ optimizer, which is the RM-
SProp algorithm with momentum. All optimizers of the Keras framework have
been tested, such as ‘RMSProp’, ‘NAdam’, ‘Adamax’ and ‘Adam amsgrad’.

7.2.5 Loss function

Unlike the MLP, which uses a probabilistic loss function (standard ’Bina-
ryCrossentropy’), the 3D CNN uses a logistic loss function (using ’from logits’)
which also enables a reduction function. The ’sum’ reduction works best on
small datasets and the ’none’ reduction learns faster on big datasets but doesn’t
succeed as often on small datasets.

7.2.6 Optimization

The method was optimized to require as few CRPs as possible. As already
mentioned in section 7.1, a method that does not overfit early on could theo-
retically be superior to the MLP. The biggest contributing addition to avoiding
overfitting was the ‘l2’ activity regularization in every layer.
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CHAPTER 7. OPTIMIZATION & 3D CNN DEVELOPMENT

7.2.7 Cubic & non-cubic challenge length

Figure 7.2: The success rate of attacks on the 96−bit 5−XOR. Success: vali-
dation accuracy > 99%, 10 filters & 1000 batch size, 50 runs each. The color
only pertains to the success rate. The average training time is displayed under
the success rate.

Table 8.2 only contains results on XPUFs with challenge lengths 64, 125,
and 216. These numbers have a whole number as their cube root. In case of
a non-cubic challenge length, the cube root is rounded up, so the cube size is
increased by one, e.g. 64−bit is learned on cube size 4, 65−bit is learned on
cube size 5, and in this case, there would be 125− 65, equals 60 empty bits in
the cube, which are filled with zeros.

This was tested on a 96−bit 5−XOR instance, which was trained on cube
sizes from five to eight (see Figure 7.2). Surprisingly, cube size 5 performed
the worst, so filling up the cube to the minimum required size is not ideal.
Filling up the cube by one or two extra sizes can improve performance, but
filling up by three sizes worsens performance.
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CHAPTER 7. OPTIMIZATION & 3D CNN DEVELOPMENT

Cube size 6 always has a higher success rate than cube size 5 and is always
faster, cube size 7 mostly has a higher success rate than cube size 8 and is
mostly faster. Cube size 7 has the highest overall success rate (62%), followed
by cube size 6 (61%) but cube size 6 is faster overall, 50 seconds compared to
66 seconds on average. The best choice for the 96−bit 5−XOR is cube size 6.

In comparison, the MLP needed 250k and 260k CRPs for 58% success rate
and 270k for 62% success rate with an average training time of 31 seconds.
So even though the challenge has to be filled with at least 29 zeros for the
3D CNN only, the 3D CNN still needs 20% less data than the MLP which is
higher than the 19% CRP difference for the 64−bit 5−XOR which does not
require any filling.

This was discovered after the result chapter 8 and therefore, there was no
filling to increase the cube size. Also, the method has only shaped the data
into a cube and no other geometrical shapes were tested.
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Results

Challenge
Design Method

Streams or
Batch size

length filters

64−bit

5−XOR
MLP 5 1000

3D CNN 7 100

6−XOR
MLP 5 1000

3D CNN 10 1000

7−XOR
MLP 6 10000

3D CNN 12 5000

8−XOR
MLP 6 10000

3D CNN 12 5000

125−bit

5−XOR
MLP 5 1000

3D CNN 10 1000

6−XOR
MLP 7 10000

3D CNN 12 5000

216−bit 5−XOR
MLP 6 10000

3D CNN 12 5000

Table 8.1: Network configurations for every attack. The MLP [86] uses a
stream parameter, the 3D CNN uses a filter parameter.
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8.1 Network configurations

As Wisiol et al. [93] have shown, it is important to configure the MLP
correctly because it makes a successful attack much more likely. The batch sizes
for 64−bit can be found in the original paper [86], for longer challenges, there
is no information in the literature. Therefore, batch sizes for those attacks
were chosen after testing. Regarding the stream parameter, which determines
the length of the hidden layers in the MLP, there is no information in the
literature, although, in the project’s GitHub repository, there is a README
file that states: “we suggest to choose stream = 5 if you are attacking the
2-XPUF, 3-XPUF, and 4-XPUF. If you are attacking the 9-XPUF, the stream
should equal eight since (29) neurons will lead to overfitting.” [116]

The configurations for all attacks of both methods can be found in Table
8.1.
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8.2 MLP on pypuf data

Figure 8.1: A comparison between the optimal CRP amounts published by
Mursi et al. [86] on their data and pypuf data. The best case refers to the one
instance out of five which requires the least amount of CRPs and the worst
case refers to the one instance out of five which requires the most amount of
CRPs.

As stated by Wisiol et al. [93], there was a bug in Mursi et al.’s [86] CRP
generation process: about 20% of the randomly drawn delays were set to
zero. As in Wisiol et al.’s work [93], the datasets of this thesis have also
been generated by the pypuf library [96], but their results do not include a
comparison where the goal was to use as few CRPs as possible.

Figure 8.1 displays the reference CRPs [86] and the best and worst case
on pypuf data. It is also worth noting that out of the five generated 8−XOR
datasets, two had to be skipped, because the MLP wasn’t able to break those
instances with the 75M CRP limit and two additional datasets were generated
afterward.

Comparing Mursi et al.’s [86] CRP amounts to the pypuf averages (from
Table 8.2), the MLP required 26% more CRPs for the 5−XOR, 173% more
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CRPs for the 6−XOR, 20% more CRPs for the 7−XOR, and 1176% more
CRPs for the 8−XOR.
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8.3 Attacks on (5-8)-XPUFs

Challenge
Design Method

CRPs in 1000 Training time in s

length min - max avg min - max avg

64−bit

5−XOR
MLP 43− 86 53 10− 121 42

3D CNN 26− 60 43 66− 324 137

6−XOR
MLP 395− 1240 696 26− 164 78

3D CNN 245− 790 413 88− 246 141

7−XOR
MLP 590− 965 813 24− 36 29

3D CNN 430− 830 648 90− 130 107

8−XOR
MLP 6500−30000 21700 179− 420 329

3D CNN 2800− 5000 3960 591− 971 711

125−bit

5−XOR
MLP 220− 860 443 56− 158 103

3D CNN 155− 650 312 42− 128 82

6−XOR
MLP 3400−10000 6190 67− 93 82

3D CNN 840− 2150 1474 117− 281 167

216−bit 5−XOR
MLP 2000− 2650 2390 32− 47 38

3D CNN 1280− 1800 1480 88− 111 104

Table 8.2: A comparison between the MLP by Mursi et al. [86] and the 3D
CNN method. The table shows the results of five randomly generated instances
per design. CRP amounts stand for the minimum amount needed to learn a
particular instance with 99% validation accuracy in at least 5/6 successful
runs. Training times are averages of all runs per instance until 99% validation
accuracy was reached. The average training time of a design is calculated as
the average of all average instance times.

8.3.1 Setup & methodology

For every design, five instances have been generated using the pypuf li-
brary. [96] Seven designs have been chosen, Table 8.2 therefore contains the
results of 35 instances.
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In related work, most result tables contain the actual accuracy values, ex-
cept for Wisiol et al. [93], they stopped training at 95% validation accuracy.
Excluding accuracy columns from a table can improve readability, especially
when the values hold little significance (e.g. comparing results by fractional
percentage).

For this thesis, the training has been stopped at 99% validation accuracy,
so, given enough time, either the model has successfully reached the threshold
after the training time displayed in the table, or the model has overfitted at
some point during training. Although the threshold at 99% is set high, it has
been observed during many runs that if the validation accuracy reaches 55%
during a run, 99% can be achieved almost always if the network is configured
optimally.
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8.3.1.1 CRP amounts

Figure 8.2: Fifty runs with every CRP amount on a 64−bit 5−XOR instance.
A successful run reached 99% validation accuracy, the success rate is calculated
by dividing the number of successful runs by the total number of runs.

In Figure 8.2, we can see that, for this instance, the first successful run was
achieved with 32000 CRPs, so training on fewer CRPs is unlikely to be suc-
cessful. When doubling the CRPs, it works 80% of the time and when tripling
the CRPs, it works 96% of the time. The CRP values in the results are usually
taken from the second quarter, so in this example, the CRP value would be
between 48000 and 64000.

The idea behind an ’optimal’ CRP amount is that only a subset of the
entire dataset is required to achieve good results. The fewer CRPs are trained
on, the less computing power will be required. Removing e.g. 20% of CRPs
from the dataset would decrease the success rate significantly, but adding the
equivalent CRP amount to the dataset would increase the success rate slightly
at best.

Finding the optimal CRP amounts for a particular instance can take many
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runs, which is why the following process was used:
- start one run each on three CPUs with a low CRP amount

- if all three runs were successful, start another three runs
- if at least 5/6 runs were successful, then the CRP amount is consid-
ered to be optimal

- if 2/3, 1/3 or 0/3 runs were successful, increase CRPs by ∼ 2%, ∼ 5% or
∼ 10% and start over

8.3.1.2 Time

All papers mentioned in the related work chapter only measured training
time. When attacking an instance, the dataset has to be pre-processed (see
Section 5.3.). When comparing two methods on the same dataset and one
method requires millions more CRPs than the other but trains faster, it may
actually be slower in total runtime. For small datasets (< 1M CRPs), pre-
processing can be disregarded, but for big datasets, pre-processing time can
exceed training time. Table 8.2 contains only training time results. For a
closer look regarding runtime on big datasets, see Figures 8.2 and 8.3.

In Wisiol et al.’s work [93], when attacking the 64−bit 10−XOR, the logistic
regression was trained on one billion CRPs and needed 41 minutes of training
time and the MLP was trained on 119 million CRPs and needed 291 minutes
of training time. It is possible to compare the runtime by adding the pre-
processing time to the training time. Because the LR required 881 million
CRPs more, at a duration of ten seconds per million CRPs, the pre-processing
time for the LR attack would take around 146 minutes longer than the pre-
processing for the MLP attack. When comparing runtime, the LR attack is
still faster, but not by as much as it seems when comparing training time.
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8.3.2 64-bit

Figure 8.3: Results of every 64−bit instance. The bars and the left y-axis
stand for the optimal CRP amount, the plot and the right y-axis stand for
time.

The 3D CNN required less data for 19/20 instances and more data for
one 5−XOR instance (see Figure 8.3). It required 19% fewer CRPs for the
5−XOR, 41% for the 6−XOR, 20% for the 7−XOR, and 82% for the 8−XOR
on average.

The MLP learned 19/20 instances faster and one 5−XOR instance slower.
On average, the MLP took 69% less training time for the 5−XOR, 55% less
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for the 6-XOR, 73% less for the 7−XOR and 54% less for the 8−XOR.
As the related work has shown before, the number of arbiters in the design

has a large impact on the amount of CRPs required and the training time.
The differences in training time are interesting, surprisingly, the 7−XOR was
learned the fastest on average by both methods. Also interesting is that the
MLP required more data for one 6−XOR instance than all 7−XOR instances,
but this is not the case for the 3D CNN.
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8.3.3 125-bit & 216-bit

Figure 8.4: Results of every 125−bit & 216−bit instance. The bars and the
left y-axis stand for the optimal CRP amount, the plot and the right y-axis
stand for time.

The 3D CNN required less data for all 15 instances (see Figure 8.4). It re-
quired 30% fewer CRPs for the 5−XOR 125−bit, 76% for the 6−XOR 125−bit,
and 32% for the 5−XOR 216−bit on average.

The MLP learned 12/15 instances faster and 3/15 instances slower and
learned the 5−XOR 125−bit slower on average by 20%. On average, it learned
the 6−XOR 125−bit faster by 51% and the 5−XOR 216−bit faster by 73%.
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Interestingly, the 6−XOR 125−bit was much harder to learn than the
5−XOR 216−bit with the MLP, but it seems like these two designs were sim-
ilarly as hard for the 3D CNN.

8.4 Increasing arbiters & stages

When trying to prevent machine learning attacks on XPUFs, there are two
options: the first is increasing the number of arbiters that forward their re-
sponse into the XOR-gate and the second is increasing the number of stages
where the signal races through.

As we can see in the results, increasing the number of arbiters to eight had
the biggest impact on making the attack harder. The 64−bit 8−XOR was
harder to learn than the 216−bit 5−XOR. Increasing the number of stages did
also have an impact. The 5−XOR 216−bit on average required at least four
times as many CRPs as the 5−XOR 125−bit which required at least seven
times as many CRPs as the 5−XOR 64−bit.

Regarding CRP requirement, the 3D CNN is performing better when the
task is harder because the smallest relative difference is 19% for the easiest
task (5−XOR 64−bit) and the biggest relative difference is 82% for the hard-
est task (8−XOR 64−bit).

When comparing training time, the results also show that the relative dif-
ference is smaller on the hardest tasks. The relative time difference for the
64−bit 5−XOR is 226%, and for the 64−bit 8−XOR it is 116%. Also worth
noting, when comparing total runtime on hard tasks (see Figures 8.3 and 8.4)
we can see that the gap becomes even smaller, which is another argument that
the 3D CNN is better suited for harder tasks.
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Evaluation

The deep learning methods were already evaluated in subsections 8.3.2 and
8.3.3 and section 8.4, while only focusing on the hardware and limited CRP
aspect with sufficient training time. In this chapter, all three methods are
evaluated from a theoretical and practical perspective.

When evaluating different methods, there are three aspects to consider:
1) CRP amount: how many CRPs are available to the attacker?
2) Computing power: how many threads can the attacker run in parallel?
3) Time: how important is it to break the PUF as soon as possible?

Depending on if one of these resources is insufficient, the attacker can
choose between three different methods. In practice, 3) can only be the most
important aspect if both 1) and 2) are sufficient, because not having enough
CRPs can fail the attack, and not having enough computing power can slow
down pre-processing and training. Therefore, when 1) or 2) are insufficient,
the attacker should choose a method according to these limitations.

9.1 3D CNN vs. MLP vs. logistic regression

This section determines the best attack choice based on the three aspects
mentioned above.

9.1.1 Theoretically optimal

When an attacker has collected many billions of CRPs and has access
to a very powerful computer, e.g. a supercomputer, the best choice could
theoretically be the logistic regression, because it is the fastest. As Wisiol
et al. [93] have shown, LR broke the 10−XOR in 41 minutes, whereas the
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MLP needed 291 minutes. Even though LR’s success rate was 10% less, in
case of failure, the attacker could start the attack over much more quickly and
therefore save time.

9.1.2 Modern household computers

When the attacker is using a modern household computer, LR is only
the best choice for small XPUF designs because it requires much more CRPs
which cannot be held in RAM at once. Also, it would be hard to train on
many billions of CRPs, one billion 64− bit CRPs saved in a text file require
62 gigabytes of disk space.

When the attacker has collected sufficiently enough CRPs, the MLP can
be the best choice for designs up to 7−XOR, but there were problems with
the 8−XOR as reported in section 8.2.

The 3D CNN method seems to be the best choice when the collected data
is not sufficient for the MLP and LR and theoretically for the (8+)−XOR
designs on normal computers but (9+)-XOR still need empirical results.
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Future Work

This chapter proposes possible improvements to both methods and de-
scribes which attacks on which designs and architectures could be interesting
in the future.

10.1 MLP optimization and side channels

The MLP could be optimized similarly to the 3D CNN (see Chapter 7)
and could require even fewer CRPs. The first steps could be to test the ridge
activity regularization and the logistic loss function with sum reduction.

In 2013, Mahmoud et al. [117] proposed a ‘Side Channel Attack’. The
number of response bits of every arbiter in a design that is one or zero can be
known by the attacker and therefore this information can additionally be used
in an attack.

10.2 3D CNN cube size and nD CNN

As discovered in subsection 7.2.7, increasing the cube size can improve
the success rate and speed. The method was optimized to work best without
filling empty cube values. There could still be room for optimizing further.
The method may respond better to a change in filters, dense layer units, batch
size, kernel initialization, and so forth.

Because 2D works better than 1D and 3D works better than 2D, nD could
theoretically work even better than 3D. Unfortunately, the n−dimensional
CNN could not be optimized in time for this thesis.
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10.3 3D CNN attacks on (9+)-XORs

Due to a lack of computing power and time constraints, attacks on the
(9+)−XORs have not been conducted with the 3D CNN. During the writing
of this thesis, Wisiol et al. [93] released results of the MLP on the 64−bit 10 &
11−XOR. These designs have not been broken by any deep learning method
before. It would be interesting to see how well the 3D CNN performs on these
designs, especially because the relative CRP difference of these two methods
increases on harder tasks (as shown in section 8.4).

10.4 3D CNN attacks on other Strong PUFs

Neural network attacks also have had success on other Strong PUFs than
the XPUF. The ’Splitting Attack’ by Wisiol et al. [118] is the best attack
on Interpose PUFs [119]. Alkatheiri and Zhuang [120] have attacked the
Feed-Forward Arbiter PUF [121] successfully. Rührmair et al. [2] broke the
Lightweight Secure PUF [71]. The Bistable Ring PUF [49] has not been bro-
ken by deep learning methods yet and there are new Strong PUF architectures
released every year. It would be interesting to see the performance of the 3D
CNN on all of these Strong PUFs.

10.5 Training on GPUs

Qualitative GPUs have become more affordable and from own experience,
methods can be trained about ten times faster than on CPUs. But modern
GPUs mostly only have four or six gigabytes of RAM. This works well on small
designs but makes chunking on big designs inevitable.
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Conclusion

In this thesis, new deep learning methods were developed as an alterna-
tive to the multilayer perceptron. LSTMs have not performed well. The nD
CNN was not optimized enough to be a viable option but could work better
than the 3D CNN in theory. This thesis introduced the first CNN to break
an XPUF, the best being a 3D CNN method. It was compared to an MLP,
the best method to date [86], requiring 19% − 82% fewer CRPs. Considering
training time it took 20% less for one design but more for the other designs by
up to 269%. The method could be optimized by increasing the cube size and
there are also possible improvements to be made to the MLP. The MLP was
trained on pypuf data and the results were compared to the reported CRP
amounts on another data source [86], and the data requirement was higher
for every design. The logistic regression [93], MLP [86], and 3D CNN are all
viable choices, depending on how many CRPs, how much computing power
and how much training time is available to the attacker. The 3D CNN misses
important results for the (9+)−XOR. Judging by the presented results, CNNs
have shown potential to break Strong PUFs and should be considered for deep
learning attacks in the future.

I would like to thank my advisors Nadine Sarah Schüler and Prof. Dr. Dr.
Ulrich Rührmair and my professor Prof. Dr. Peer Kröger for teaching me and
for enabling me to write my master thesis at the DBS chair of the Institute of
Informatics at the LMU Munich.
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“Strong photoluminescence enhancement from colloidal quantum dot
near silver nano-island films,” Journal of fluorescence, vol. 21, no. 2,
pp. 539–543, 2011.
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[53] U. Rührmair, “Simpl systems, or: can we design cryptographic hard-
ware without secret key information?,” in International Conference on
Current Trends in Theory and Practice of Computer Science, pp. 26–45,
Springer, 2011.

[54] C. Jin, W. Burleson, M. van Dijk, and U. Rührmair, “Programmable
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[60] F. Pavanello, I. O’Connor, U. Rührmair, A. C. Foster, and D. Syvridis,
“Recent advances in photonic physical unclonable functions,” in 2021
IEEE European Test Symposium (ETS), pp. 1–10, IEEE, 2021.

[61] M. Majzoobi, F. Koushanfar, and S. Devadas, “Fpga puf using pro-
grammable delay lines,” in 2010 IEEE international workshop on infor-
mation forensics and security, pp. 1–6, IEEE, 2010.

[62] Y. Cao, L. Zhang, C.-H. Chang, and S. Chen, “A low-power hybrid ro
puf with improved thermal stability for lightweight applications,” IEEE
Transactions on computer-aided design of integrated circuits and sys-
tems, vol. 34, no. 7, pp. 1143–1147, 2015.

[63] J. Rajendran, G. S. Rose, R. Karri, and M. Potkonjak, “Nano-ppuf: A
memristor-based security primitive,” in 2012 IEEE Computer Society
Annual Symposium on VLSI, pp. 84–87, IEEE, 2012.

[64] M. T. Rahman, D. Forte, J. Fahrny, and M. Tehranipoor, “Aro-puf: An
aging-resistant ring oscillator puf design,” in 2014 Design, Automation &
Test in Europe Conference & Exhibition (DATE), pp. 1–6, IEEE, 2014.

[65] K. Xiao, M. T. Rahman, D. Forte, Y. Huang, M. Su, and M. Tehra-
nipoor, “Bit selection algorithm suitable for high-volume production of
sram-puf,” in 2014 IEEE international symposium on hardware-oriented
security and trust (HOST), pp. 101–106, IEEE, 2014.

[66] K. Lofstrom, W. R. Daasch, and D. Taylor, “Ic identification circuit
using device mismatch,” in 2000 IEEE International Solid-State Circuits
Conference. Digest of Technical Papers (Cat. No. 00CH37056), pp. 372–
373, IEEE, 2000.
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